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Preface

In March 2006, roughly 140 substorm researchers from around the world descended on Banff
Canada for the Eighth International Conference on Substorms (ICS VIII). The meeting was held at
The Banff Centre which provided a beautiful venue for the event. Two satellite meetings were held
on the preceding weekend. These were a storm-substorm relationship workshop, and the Second
International Riometer Workshop. Both drew around 20 attendees, many of whom stayed for ICS
VIIL.

In the time leading up to ICS VIII, it was clear that while we are in an exciting period of substorm
research, there is frustration in the space physics community related to this topic. On the one
hand, recent observational, theoretical,and simulation work has uncovered fascinating new facets
of the substorm problem. For observational examples, we now have direct and unambiguous
observations of mid-tail reconnection from Geotail and Cluster, and we are developing a clear
picture of the global evolution of the magnetosphere during the substorm, its role in the storm,
and interesting new global substorm related phenomena such as sawtooth events. On the theo-
retical and simulation side, great progress has been made in the use of simulations ranging from
global MHD right down to kinetic scales to explore the many instabilities and waves that we know
are at work during the substorm. New work on natural complexity is challenging our long held
reductionist views. Substorm studies are at least as interesting and rich as it has ever been.

Still, as a sub-discipline we continue to struggle with age-old questions. This is the source of the
angst. The fundamental problem relates to paucity of data and temporal resolution insufficient to
differentiate between competing theories. At this ICS, we somehow managed to avoid debates
that are fundamentally unresolvable, but still consider the dominant paradigms. Maybe the
specter of THEMIS and our ever-increasing ability to deliver truly synoptic observations was offer-
ing light at the end of that long tunnel. Whatever the reason, by the end of ICS VIII there was
unquestionably energy for the subject and we had, as a community, decided that there will be at
least three more ICS meetings (Graz, Napa Valley, Braunschweig in 2008, 2010, and 2012, respec-
tively). We also agreed that we should evolve the nature of these conferences and possibly even
the theme itself.

This conference proceeding contains 61 papers. As for all other ICS publications, these papers
have not been refereed. Many authors took this opportunity to say things more strongly than they
could in a refereed venue, and so some of the ideas here may be ahead of their time, overstated, or
even both. That is the spirit of an unrefereed forum.

The ICS VIII Scientific Program Committee is grateful to all of the attendees for contributing to this
successful meeting and to both the Canadian Space Agency and the University of Calgary for their
financial support. There was an excellent international turnout, and dozens of students. The pres-
entations were well thought out, and the attendees contributed to lively discussions in and
around the meeting room.

See you in Grazin 2008!

Eric Donovan,
on behalf of the ICS VIII Scientific Organizing Committee
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Onset of substorm expansion phase:
theory predictions and results of
experimental observations

E.E. Antonova

Abstract: The problem of substorm expansion phase onset continues to be one of the most actual problems of the physics
of magnetospheric substorm. It is deeply connected to the problems of the plasma transport in the magnetosphere, stability
of magnetospheric magnetic and plasma configurations. The most popular mechanisms of substorm expansion phase onset
are based on the analysis of the stability of magnetospheric currents and distribution of plasma pressure. The results of
observations of substorm expansion phase onset are summarized and compared with predictions of different theories.

It is shown that the existence of high level of plasma sheet turbulence produces the limitation on the action of possible
mechanisms of substorm expansion phase onset. Configurations of magnetospheric current systems developed during

substorm growth and expansion phases are discussed.

Key words: substorm expansion phase onset, magnetospheric plasma pressure, magnetospheric turbulence.

1. Introduction

It is possible to identify three periods of the study of sub-
storm expansion phase onset. Akasofu [1] showed that the
most equatorial arc brightening takes place during the sub-
storm expansion phase onset. Posteriori the substorm auroral
disturbance moved to the pole. The inner plasma sheet bound-
ary was observed in [42] not so far from the geostationary
orbit. Injections of energetic particles near the inner edge of
the plasma sheet are known as one of the fundamental signa-
tures of magnetospheric substorms from the beginning of 70-th
[27]. The existence of dispersionless injections demonstrated
the action of acceleration processes near the geostationary or-
bit. Therefore the substorm expansion phase onset as the result
of the development of the inner magnetospheric instability be-
came the dominant point of view at this first period.

Second period is related to the analysis of geomagnetic tail
dynamics. It was shown that the change of the topology of
magnetic field lines (reconnection processes) and plasmoid
formation occur nearly simultaneously with the substorm ex-
pansion phase onset. The concept of tail current instability as
a source of substorm expansion phase onset [17] became the
dominant one for more than two decades. Great number of
brilliant theoretical investigations have been done to describe
the tail reconnection process. Nevertheless the tail current in-
stability hypothesis have met a number of difficulties even at
the first stages of its development. It was clear that the stabil-
ity of tail current depends on the value of B, component of
magnetic field, where B, is given in GSM coordinate system.
Theoretical studies showed that the decrease of B, leads to
the instability development. However it also was known that
B, decreases with the increase of geocentric distance. There-
fore it was very difficult to explain why the first auroral arc
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brightening occur near the equatorial plasma sheet boundary.
As a consequence, it was proposed [36] that the auroral initical
brightening is caused by the braking of earthward high-speed
flow (bursty bulk flow — BBF) having as a source the tail re-
connection processes. Nevertheless, it also was clear from the
beginning of the BBF studies, that they take place even un-
der very quite geomagnetic conditions (see [33]) and that they
occur much more frequently than substorms. This means that
the probability to observe BBF in the plasma sheet 1-5 min
before the substorm expansion phase onset is very high. One-
to-one correspondence between flow bursts in the plasma sheet
and equatorward-moving auroral structures (auroral streamers)
was found later [35]. Another difficulty was connected to the
high level of turbulence observed at the auroral field lines and
in the plasma sheet [3] as all reconnection models suggest the
existence of laminar plasma flows outside the reconnection re-
gions.

Third period began with AMPTE/CCE registration of sub-
storm expansion phase onset at the geocentric distances less
than 9 Ry [39] and continues till now. These investigations
lead to the appearance of tail current disruption hypothesis
(see the review [24]) and disrupted current closing in the iono-
sphere.

In this paper we try to summarize the latest findings concern-
ing the role of plasma sheet turbulence for substorm dynamics,
analyze the substorm expansion phase onset and select a num-
ber of effects which can be quite important for the solution of
substorm problem. We try to show that the analysis of plasma
pressure redistribution can help to clarify some modern find-
ings connected to the physics of substorm. We also try to select
the key problems which may be interesting to solve during the
realization of future auroral satellite missions.

2. Magnetospheric turbulence and localization
of substorm expansion phase onset

Numerous observations showed (see [9]) the existence of
high level of plasma sheet turbulence. These results are quite

(© 2006 ICS-8 Canada



natural, taking into account that the magnetic field of the Earth
represents an obstacle for the solar wind flow. Plasma sheet
appears due to solar wind flow around magnetic field of the
Earth at very large values of Reynolds number (> 10'9) form-
ing a turbulent wake. It is necessary to mention also that solar
wind can also be considered as turbulent medium [40]. Power
low spectra obtained for fluctuations of solar wind parameters,
indexes for magnetospheric activity [41] and scale-free stat-
istical distributions of nighttime auroral emission regions [20]
demonstrate this feature of magnetospheric dynamics quite
clearly.

The localization of substorm onset at the geocentric dis-
tances less than 9 R is now supported by many observa-
tions (see reviews [2, 12, 24, 25, 28, 32]). Realization of
THEMIS program will probably finally identify this exact po-
sition. However the reason of such localization is not clear till
now. Antonova [9] argues that the localization of substorm ex-
pansion phase onset near the equatorial boundary of auroral
oval can be explained taking into account the existence of
plasma sheet turbulence. It is a common point of view that
the substorm expansion phase onset is the result of the devel-
opment of some kind of instability. However, only a region
stable before an onset can become unstable. Comparatively
stable plasma distribution exists in the inner magnetospheric
region. Therefore the transition region from dipole to tailward
stretched field lines (not very far from the geostationary orbit)
is selected as the most probable one.

The existence of plasma sheet turbulence requires the reana-
lysis of the process of plasma transport. The diffusion-like
terms appear in transport equations in the simplest one-fluid
analysis (see [3, 5]). The continuity equation has the form

dp 0 ap

ot " or <pV Dm) =0 M)
where p is plasma density, V is the regular velocity, D is the
effective quisidiffusion coefficient. Correlation time of plasma
sheet velocity fluctuations is ~ 2 min and the correlation time
of magnetic field fluctuations is ~ 10 min [10]. Therefore it
is possible to consider that Amperes force in the momentum
equation is nearly constant and consider the velocity fluctu-
ations only. Then taking into account results of [19] the mo-
mentum equation has the form

opV, 0 _ I\, | - Op Omy o
ot or, K”VJ DarJ) Vl] = "ar or, Bl
(2)

where p is the plasma pressure, 7;; is the viscous tensor, j and
B are the current density and magnetic field respectively. The
observed nonequipotentiality of magnetic field lines and turbu-
lent character of plasma flow leads to the nonconservation of
the number of particles in a magnetic flux tube. The solution of
the problem of plasma transport in such a case becomes very
complicated. The complexity of the problem is increased due
to nonisotropic character of plasma sheet turbulence (existence
of particle beams). Developed models of plasma transport by
dawn-dusk electric field inside the magnetosphere can be used
when the value of regular flux becomes much larger than the
value of turbulent flux.

Int. Conf. Substorms-8, 2006

3. Mechanisms of substorm onset

Many mechanisms have been developed for the explana-
tion of main features of isolated substorm onset (see reviews
[12, 24]). It is possible to select four main classes of these in-
stabilities:

1) instabilities of transverse tail current;

2) instabilities of plasma pressure gradients;

3) instabilities of shear velocity distributions;

4) instabilities of field-aligned currents.

Instabilities which are not related to kinetic effects have defin-
ite preferences, because electromagnetic fluctuations are con-
stantly observed at the auroral field lines.

Every suggested theory must explain such well known
experimentalresults as auroral brightening, transverse cur-
rent disruption, magnetic field dipolarization, dispersionless
particle injections, fast plasma flows, generation of Pi2 and
PilB geomagnetic micropulsations. Some new results have
been obtained during the lust years, which must be included in
substorm onset picture. First of all it is shown that only nearly
equatorial arc has a brightening without any auroral activity to
the north [16, 26]. Arcs poleward of the arc that breaks up ap-
pear to be unaffected by substorm onset until expansion-phase
auroral activity moves poleward to the location of such arcs.
The azimuthal extent of the initial brightening was determined
in [14]. It is found that the projection of the initial dispersion-
lesss injection into the ionosphere are similar to the brighten-
ing arc. It is found also [22] that Pi2 bursts can often lag behind
the brightening of the onset arc. Enhanced plasma flows were
observed using SuperDarn data in a spatially confined region
near the auroral oval for a period of ~ 5 minutes prior to the
brightening [11]. Comprehensive ground (optical, riometer and
magnetometer) data and FAST satellite field and particle high
resolution observations [15] demonstrate the substorm onset at
the geocentric distances ~ 8 Rp. The arc flux tube stays in
the region of considerable plasma pressure gradient where the
pressure values are close to 12 nPa. The arc was located just
0.4° poleward of the proton isotropic (b2i) boundary (which
roughly gives the value of ~ 40 nT for the equatorial mag-
netic field) and close to the peak of the diffuse electron precip-
itation. The results [15] are in a rather good agreements with
AMPTE/CCE measurements [23] in which the value of plasma
pressure in the region of susbstorm expansion phase onset was
~ 1 nPa. Onset arc in the work [15] is localized in the upward
field-aligned current region. Three cases of onset arc observa-
tions are analyzed in [37]. The brightening arcs are also located
in the upward field-aligned current region.

The latest findings and early mentioned difficulties of tail
reconnection theories lead to the real restrictions of possible
scenario of substorm expansive phase onset. It is clear that
local instability is developed in the region mapped into the
equatorial boundary of discrete auroral precipitations. This in-
stability produces auroral brightening, launches PilB and Pi2
micropulsations. The development of processes must create the
change in magnetospheric transverse currents. The latest pro-
cess produces magnetic field dipolarization and corresponding
particle injections. The development of instability must also
lead to the changes in tail current configuration, appearance of
reconnection events and corresponding fast plasma flows. The
brightening of the arc before the beginning of Pi2 burst and the
existence of fast plasma flow before brightening can mean the

(©2006 ICS-8 Canada



Antonova

Ui ion beam
10000 -> i.
— z 10n
Cion
E
: O
=
]Eu E,
5000 -
€
e cold
\/electron beam
10 - multiple inverted V _
— most equatorial
E bright auroral arc
>
en
5
8
NN
-
L

Fig. 1. Sketch illustrating the scheme of onset arc brightening.

development of some kind of electrostatic instability. Electro-
static instabilities generally have greater increments than elec-
tromagnetic ones because they do not require the distortion of
magnetic field. These findings are in agreement with the pre-
dictions of [4, 38].

The analysis of multiple inverted V structures during sub-
storm growth phase demonstrates the existence of latitudinal
asymmetry [38]. The most equatorial inverted V is the most
powerful one. This means that the upward field-aligned cur-
rent is distributed inhomogeneously during substorm growth
phase across current band and the most intense field-aligned
current is concentrated at the equatorial boundary of the band.

Particle acceleration inside an inverted V structure is con-
nected with the existence of field-aligned potential drop.
The existence of such field-aligned potential drop means
magnetosphere-ionosphere decoupling. Ionospheric damping
of magnetospheric disturbances is decreased in such regions.
Penetration of cold ionospheric plasma inside the region of
field-aligned potential drop creates the powerful directed to the
ionosphere anisotropic electron beam and ion beam directed to
the magnetosphere at the boundary of inverted V [38]. Energy
of electrons in such a beam are smaller than field-aligned po-
tential drop and the electron flux in it can be 1-2 orders of
magnitude larger than the flux of accelerated magnetospheric
electrons. Therefore the auroral arc brightening or the forma-
tion of new very bright arc can be the result of discussed pro-
cess. The analysis of Fig. 3 of [15] and Fig. 5 of [37] supports
the possibility of such process development.

Observed fast plasma flows before the substorm expansion
phase onset in the conditions of stable magnetic field can be
the result of the development of some kind of electrostatic in-

stability. One of such instabilities is connected to the exist-
ence of azimuthal plasma pressure gradients. It can be named
modified interchange instability. The main features of such in-
stability development in the region of upward field-aligned cur-
rent are discussed in [4, 38]. Azimuthal plasma pressure gradi-
ents are identified as a source of large-scale Region 1 and Re-
gion 2 field-aligned currents of Iijima and Potemra. Therefore
the growth of field-aligned currents during substorm growth
phase is connected to the increase of azimuthal plasma pres-
sure gradients. The lost of the stability of azimuthal plasma
pressure gradient leads to the appearance of localized elec-
tric fields. Fig. 1 schematically shows the suggested scenario
of auroral arc brightening. Accelerated in the preexisted field-
aligned potential drop electrons and ions of ionospheric origin
create thin sheet of field-aligned current which leads to launch-
ing of Alfvén waves (PilB and Pi2 micropulsations) and the
destabilization of magnetic configuration.

4. Substorm onset and transverse current
configuration

The configuration of magnetospheric currents before the
substorm expansion phase onset is not clear till now. Theor-
ies of tail magnetic field reconnection and current disruption
suggest that the substorm expansion phase onset takes place
at the tail current lines. Near Earth tail current in accordance
with these theories is increased during substorm growth phase.
Decrease of tail current and magnetic field line dipolarization
takes place when tail current is decreased. Tail current lines are
closed by magnetopause currents. But it is possible to argue
that current lines in the region of substorm expansion phase
onset do not cross the magnetopause.

The appearance of drift echo is one of the constantly ob-
served features of magnetospheric substorm. The drift echo
in accordance with [18] can be observed till geocentric dis-
tances 12—-13 R . Therefore the trajectories of the part of sub-
storm injected particles are closed inside the magnetosphere.
However trajectories of particles may not coincide with current
lines. The configuration of current lines is clear in the case of
magnetostatic equilibrium when plasma pressure is nearly iso-
tropic and plasma bulk velocity is much smaller than Alfvén
and sound velocity. Then

[iB] = Vp. 3)

The relation (3) shows that plasma pressure is constant at cur-
rent lines. Therefore plasma pressure can be considered as a
marker of current lines. According to [23] plasma pressure
is nearly isotropic in the region of substorm expansion phase
onset and is ~ 1 nPa. This value is typical for regions in-
side the magnetoshere in accordance with AMPTE/CCE in-
vestigations [13]. The value of plasma pressure at current lines
closed by the magnetopause currents is limited by the con-
dition of magnetopause stress balance on the tail flanks (see
[7]). Traditionally modeled magnetospheric current configur-
ation includes magnetopause current, tail current, ring current
and field-aligned currents. Ring current is ordinarily concen-
trated at geocentric distances ~ 5 Rp. Nevertheless, plasma
population similar to the plasma sheet is observed at daytime
to the equator from cusp and low latitude boundary layer (see
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Fig. 2. The positions of magnetic field minima on daytime magnetic field lines (a) and sketch illustrating the configuration of cut ring

current (CRC).

[30]). Pictures of plasma pressure distribution in the equat-
orial plane [13] show the existence of near to ring structures
of plasma pressure. Therefore directed to the Earth radial day-
time plasma pressure gradients are nearly the same as night-
time plasma pressure gradients. But daytime values of mag-
netic field near the equator are much larger than near noon.
Therefore calculated in [13] values of transverse current are
much smaller at noon than at midnight. However, the position
of the magnetic field minimum for the daytime fieldlines are
situated far from the equatorial plane (see Fig. 2a). This means
that daytime transverse currents connected to directed to the
Earth plasma pressure gradient are concentrated far from the
equatorial plane. It is suggested (see [6]) that ordinary ring
current has the high latitude continuation (see Fig. 2b) cut ring
current (CRC). Current lines of this system close inside the
magnetosphere, and are concentrated in the equatorial plane
near midnight and at high latitudes near noon. It is possible to
see using plasma pressure as a marker of current line that sub-
storm expansion phase onset is localized at CRC current lines.

CRC is not unique large scale inner magnetosphere cur-
rent system missed during the magnetic field modeling. The
increase of the plasma pressure during magnetospheric sub-
storm near the geostationary orbit is supported by many ex-
perimental observations. Two possible cases of such increase
are analyzed in Fig. 3. Fig 3a correspond to pressure increase
without change in the direction of plasma pressure gradient,
Fig. 3b corresponds to the appearance of antiearthward direc-
ted plasma pressure gradient. However the eastward transverse
current must appear in both cases. Case on Fig. 3a corresponds
to the creation of effective eastward current (due to decrease
of westward current), Fig. 3b corresponds the appearance of
real high latitude eastward current. Eastward current increase
the value of the magnetic field to the Earth and increase this
value to the tail. It was shown in [8] that the appearance of
eastward current can lead to the decrease of B, component of

near tail magnetic field till the formation of neutral line. There-
fore the observed tail reconnection during substorm can have
the forced character and can be connected to the increase of
plasma pressure at the quasidipole magnetic field lines.

Another important aspect of eastward current formation is
the possibility of appearance of over-dipolarization after the
beginning of substorm expansion phase. It was stressed in
[2] that when the eastward current becomes stronger than the
cross-tail current the over-dipolarization of magnetic field lines
occurs (B, component of magnetic field at the equator from the
region of increased pressure becomes larger than in the case of
dipole field). The case of over-dipolarization corresponds to
plasma pressure distribution shown on Fig. 3b.

One of the main features of the magnetospheric substorm is
the magnetic field line stretching before the substorm expan-
sion phase onset. Such stretching is ordinarily prescribed to
the formation of a thin and intensified cross-tail current sheet
in the near-Earth plasma sheet region (~ 6-13 R g) [34]. But
such interpretation encounters with a number of difficulties.
Tail current is closed by magnetopause currents. Therefore the
increase of tail current can not have the local character. Never-
theless many observations show the local longitudinal charac-
ter of field line stretching and dipolarization. This means that
currents which produce magnetic field stretching and dipolar-
ization have local character and are closed inside the magneto-
sphere. The configuration of local currents producing the field
line stretching is not clear till now. Analysis of Fig. 1 helps to
select the process which leads to field line stretching during
substorm growth phase and appearance of thin current sheets.
Multiple inverted V structures are the sources of upward dir-
ected beams of ionospheric ions. Ions in such beams have en-
ergy ~ 10 keV after field-aligned acceleration. Ionospheric ion
beam leads to the increase of plasma pressure at the top of
field line. Such increase can produce local field line stretching.
Azimuthal scale of the inverted V region is much smaller than
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Fig. 3. Two possible cases of pressure increase and transverse current formation during substorm.

azimuthal scale of tail current. Therefore produced field-line
stretching is longitudinally limited. Time scale of the process
is ~ 30 min. It is necessary to mention also that ionospheric
ion beam can be considered as a source of the anisotropy of ion
distribution. Such anisotropy is the necessary condition for the
creation of super thin transverse current sheets in the kinetic
models [21, 43]. Therefore it may be interesting to investigate
more carefully the distribution of plasma and its anisotropy in
the region of substorm onset.

Ion beam (see Fig. 1) formed in the process of onset arc
formation is 1-2 orders of magnitude more powerful than ion
beam connected to the inverted V structure. Its development in
the process of first auroral arc brightening can help to explain
explosive growth phase of roughly 30 sec period just before
the beginning of dipolarization (Ohtani effect [31]).

5. Conclusions and discussion

More than forty years of study of substorm dynamics does
not lead to the agreement about the cause and location of
the substorm onset. Realization of THEMIS program will
greatly increase the understanding of the substorm process. But
THEMIS mission is designed mainly to solve the problem of
onset location. The additional efforts will require for the un-
derstanding the mechanisms of substorm dynamics. The con-
ducted analysis shows that the latest auroral substorm findings
can be used as important tests of suggested substorm theories.
We try to show that the development of the system of mul-
tiple inverted V with the most powerful inverted V at the equat-
orial boundary of the upward field-aligned current band can be
considered as a mechanism of change in the magnetospheric
plasma distribution and magnetic configuration and that the
formation of onset auroral arc is the key process of substorm
onset. It contains powerful upward field-aligned current and
produces impulse injection of accelerated ionospheric ions into
the magnetosphere. At the same time it creates the magnetic
field distortion and launches irregular Alfvénic waves (PilB
and Pi2 micropulsations). The injected ion beam leads to su-
perstretching of magnetic field lines. Such magnetic configura-
tion becomes unstable. The developed instability leads to field
line dipolarization and powerful particle acceleration. But all
these suggestions need the experimental verification.

Very important aspect of the problem also is the configura-
tion of magnetospheric currents connected with substorm on-

set. We summarize the arguments showing that these currents
are closed inside the magnetosphere and have local character.
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Formation of the thin current sheets in substorms
and its relation to the magnetic reconnection

Y. Asano, R. Nakamura, A. Runov, W. Baumjohann, T. Takada, I. Shinohara, A. Balogh,

B. Klecker, and H. Réme

Abstract: The dynamical structure of current sheets during the growth phase of substorms is examined using Cluster
multi-satellite observations. We present an event in which the current sheet temporarily becomes a non-Harris current
sheet, namely, a bifurcated current sheet, and then a sheet with an over-intense current in the center in the last stage of
the growth phase. Temporal variation of the current sheet thickness caused by a compressional wave with a time period of
several minutes is also observed. It seems associated with the local activity in a different local time sector. Sausage-mode
oscillation of the current sheet which is observed in the expansion phase or associated with fast plasma flows, is not found

during the growth phase.

Key words: substorm, magnetotail, current sheet.

1. Introduction

Formation of thin current sheets with a vertical scale of an
ion inertial length is considered to be one of the most import-
ant processes in substorm onset mechanisms. In particular, it
is believed to be closely related to the occurrence of the mag-
netic reconnection in the magnetotail. Gradual thinning of the
current sheet in the growth phase has been reported repeatedly
[10, 11, 18, 17]. However, these previous observations of the
thin current sheet before the substorm onset was limitted in the
region X g5, > —15RE.

On the other hand, the initial location of the X line formation
is revealed to be in the region —30 Rg < Xg5n < —20 Rg
from the past observations [12, 13, 6]. Only a part of the near-
Earth current sheet becomes thin comparable to the ion inertial
length [1]. On average it is only down to several thousands
km. This is usually interpreted as the spatial localization of the
“real” thin current sheet formation.

However, recent observations have revealed that the current
sheet structures frequently deviate from the normal Harris-type
current sheet, namely, over-intense current in the center or bi-
furcated current sheets [2]. An embedded thin intense current
in the center is found to be extended to the tail region X 44, =
—30 Rg [14]. Such a type of current sheet may be important
in the evolution of instabilities which lead to the X line forma-
tion, yet the direct observation of such type of the thin current
sheet by the single satellite was difficult.

Furthermore, the current sheet in the growth phase frequently
shows flapping motions [24] or kink-like-mode oscillation [19,
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16]. Temporal variation of the current sheet structure might be
also important in triggering magnetic reconnection. Especially,
since the existence of the sausage-mode oscillation temporarily
creates a intense current in the center or bifurcated structure.
Although such type of the variation has been reported only in
the substorm expansion phase or associated with fast flows [9],
this may be another important mechanism if it exists in the
growth phase.

In this paper, we report two examples of the current sheet
dynamical structure in the substorm growth phase, with a tem-
poral oscillation of the current sheet and with a current sheet
structure different from the Harris-type structure. We also dis-
cuss the possibility of these structure relating to the formation
of the magnetic neutral line.

2. Observation

We use magnetic field data obtained by the fluxgate mag-
netometer (FGM) experiment [3] with the time resolution of
4 seconds, and proton moments obtained by the Composition
and Distribution Function Analyser (CODIF) or ion bulk velo-
city by the Hot Ion Analyzer (HIA) of the Cluster Ion Spectro-
metry (CIS) instrument [15] with the time resolution of 4 - 12
seconds (depends on the interval and the instrument). Presen-
ted current density is calculated using curlometer-technique
with the magnetic field obtained from four satellites with the
time resolution of 4 seconds.

2.1. Oscillation

The first example is observed in September 3, 2004 slightly
on the dawn side of the magnetotail. Fig.1(a) shows the sum-
mary plot of the Cluster observation from 0200 to 0240 UT.
From top to bottom, three components of the magnetic field,
proton density and temperature, current density, and z-com-
ponent of the ion velocity are plotted, respectively. Panel (b)
shows the relative location of the satellites in the xz-, yz-,
and xy-planes. Separation among the satellites is about 1500
km, CL3 (dotted line) is in the southern-most location, while
the CL1 (solid line) is in the northern-most location. Substorm
onsets are identified from the ground magnetograms at 0212
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Fig. 1. (a) Summary plot of September 03, 2004 event. (b)
Relative location of the four satellites at 0230 UT. See detail in
the text.

UT and 0236 UT (not shown), indicated by vertical lines in
the panel (a). Evolution of the negative / positive bays in the
ground magnetograms and auroral breakup (not shown) at 0212
UT onset shows that substorm activities are observed only on
the pre-midnight sector, there was no activity on the dawn side.
Associated with the next onset at 0236 UT, the evolution of the
negative and positive bays as well as auroral expansion extends
to the post-midnight region, where the satellites are located and
the Earthward fast flow is observed.

Before the first onset at 0212 UT, Cluster observes almost
constant cross-tail current density j, ~ 3 nA m~? without
any distinct variation or disturbance of the magnetic field or
any fast plasm flow. B, shows slight decrease, indicating the
formation of the stretched magnetic field configuration in the
magnetotail. B, remains ~ zero, namely, j, remains to be a
cross-tail perpendicular current in the neutral sheet. Associ-
ated with the first onset, periodic variation of the current sheet
(B,) initiates. While the southern-most spacecraft CL3 stays
in the neutral sheet, B, from other satellites changes between
0 and several nT. It can be seen that associated with the peak of
B, at CL1 (0218 UT and 0222 UT), B, at CL3 has the smal-
lest value, indicating the existence of the out-of-phase oscilla-
tion in the neutral sheet. Hence, the calculated cross-tail cur-
rent density j, in the neutral sheet changes temporarily from
0 to 8 nA m~2. This variation does not accompany any B,
or B, variation, which suggests that the oscillation is purely
compressional.

Fig.2 (a,b) shows the Fourier power spectra of the oscilla-
tion by CL1 (northern hemisphere) and CL3 (neutral sheet).
While both satellites show the oscillation with the time period
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Fig. 2. Wave power spectra between 0213 UT and 0226 UT
obtained by CL1 (a) and CL3 (b).

of 2-4 min (f = 0.004 - 0.008 Hz) which comes from the in-
phase (kink-mode) oscillation, CL3 in the neutral sheet also
shows the oscillation of up to 0.02 Hz (T = 50 sec) in the com-
pressional variation. Note that the kink-like mode oscillation
is found to propagate toward the dusk side of the magneto-
tail with the velocity of about 50 km s ~*, namely, toward the
local onset active region, with the timing analysis of B, during
the interval. Thus, the current sheet can temporarily change its
thickness before the local onset of the substorm activities at
0236 UT.

2.2. Temporal atypical structure

Here, we show another example of the current sheet in the
growth phase. This event is observed in August 24, 2003. At
1830 UT, the satellites are located slightly on the dawn side
of the magnetotail. Fig.3 (a) shows the summary plot of the
Cluster observation at 1820-1845 UT in the same format as the
Fig.1(a). Fig.3(b) shows the relative location of the four satel-
lites in the x2-, yz-, and zy- planes. The separation among the
satellites is about 200 km, which is smaller than the ion iner-
tial scale (~ 350 km with n; = 0.4 cm™3). The CL4 satellite
is located at the southern-most position. Pi2 onset of the sub-
storm is identified from Yinchuan magnetogram at 1836 UT,
indicated by a vertical line in the panel (a), which is followed
by a clear positive bay (not shown). Proton velocity V', shows a
weak tailward flow with negative B, just before (1834 UT) and
after (1837 UT) the onset, then the clear fast tailward flow is
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Fig. 3. (a) Summary plot of August 24, 2003 event and (b) the
relative locations of the satellites at 1830 UT.

observed at 1840 UT. Before the onset until 1835 UT, all satel-
lites are located inside the plasma sheet, and repeatedly cross
the neutral sheet (B, = 0) during the interval in a gray-hatched
area. This vertical motion of the current sheet is with the time
period of about 1-2 min (f = 0.008 Hz) as is also obtained by
the power spectrum obtained from the satellite observation (not
shown). Other components of the magnetic field are generally
small, B, is about 1.5 nT, B decreases from 1 nT to zero.
During the first crossing at 1825 UT from the northern hemi-
sphere to the southern hemisphere, we can easily find that the
cross-tail current density j, is the smallest (~ 0 nA m~2)
when the satellites are at the neutral sheet. This means that
the structure of the current sheet is bifurcated during the inter-
val. During the second crossing of the neutral sheet (1827-1828
UT), j, changes from 6 nA m~2 to 9 nA m~2, then quickly re-
duces to —1 nA m~2, inside the region where | B | of the bary-
centric magnetic field is smaller than 2 nT. In the third interval
from the southern hemisphere to the northern hemisphere, CL4
stays just on the south side of the plasma sheet from 1829 to
1830 UT (B, = —2 nT), B, of CL1 in the northern-most
location becomes larger in the northern hemisphere, indicat-
ing the increase of the current density in the neutral sheet. j,
changes from 6 nA m =2 up to 19 nA m~? at the end of the in-
terval. The half thickness of the Harris-type current sheet with
its peak value 19 nA m~2 and lobe magnetic field By, =25nT,
is about 1000 km. The result suggests that the current is con-
centrated in the center of the plasma sheet in this interval. Fig.4
shows the variation of j, against B, of barycentric magnetic
field among the satellites. A thick solid line shows the time se-
quence of the observation from 1824 UT to 1826 UT, a thin
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Fig. 4. j, is plotted against B, of the barycentric magnetic field.

solid line is from 1826 UT to 1828 UT, and a thin dashed line
is the evolution from 1828 UT to 1831 UT. We can see that the
first crossing shows the minimum current density in the center,
during the second crossing, current density quickly decreases
from 9 nA m~2 to —1 nA m~2, and the third crossing shows
the intense current in the center.

From the result of these three crossings, we find that the
structure of the current sheet changes from the bifurcated to
the over-intense structure within a few minutes just before the
onset of a substorm onset.

3. Discussion

In the above section, we showed that the current sheet can be
dynamically changed in the growth phase of substorms. Fig.5

Zy
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(Enhanced center current)

—
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Fig. 5. Schematic picture of the variation of the current sheet
structure from center-peaked current sheet and bifurcated current
sheet, and associated observations by four satellites.

Bifurcated current sheet

is the schematic picture of the variation of the current sheet
structure between center-peaked current sheet and the bifurc-
ated current sheets, and associated observations of the mag-
netic field (B,) by four satellites is shown in the right panel.
There is a report of the sausage-mode oscillation of the current
sheet in the substorm expansion phase [9] in which they dis-
cussed that the oscillation can be described in the frame of the
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magnetotail eigen-mode oscillation with the time frequency of
0.03-0.06 Hz and 0.15 Hz. There also exists a compressional
wave in the neutral sheet [4, 5, 25]. These studies revealed that
the wave is closely related to the existence of fast plasma flows.
Note that such kind of oscillation in the growth phase without
any fast flow has not been reported. We surveyed from the four-
years’ Cluster observations of the neutral sheet associated with
the substorm growth phase, but the presented 2004 Septem-
ber 3 event is an only clear event which shows the oscillation
in the growth phase. Although formation of the thin current
sheet frequently prevents us from observing the neutral sheet
in the growth phase, and not so many events are suitable for
the analysis of the current sheet, the result indicates that the
sausage-mode oscillation or the compressional wave is rare in
the growth phase.

Theoretically, while the possibility of evolution of the sau-
sage-mode instability is discussed [7], however, the sausage-
mode instability is found to be not favorable in the substorm
growth phase [26]. Considering their conclusion and our ob-
servational result, it seems difficult that the sausage-mode os-
cillation enhances in the substorm growth phase, although our
result cannot fully deny the possibility. Furthermore, our ex-
ample is associated with the breakup at different local time,
and there is the possibility that the oscillation is caused by this
remote activity, propagating to the satellite location associated
with the local disturbances such as fast plasma flows. The pos-
sibility that the perturbation generated at the other area can also
be the source of another onset of the reconnection is discussed
in the solar flare [20].

The other possibility that the variation of the current sheet
structure changed from the Harris-type current sheet to the bi-
furcated or the over-intense current in the center and its relation
to the formation of an X line is, on the other hand, suggested
in several theoretical studies. Formation of the current sheet
different from the Harris-type structure is classically discussed
[8] considering the pressure anisotropy, which has been further
generalized [21]. It is also discussed that the instabilities in the
non-Harris current sheet leads to the substorm onset mechan-
isms, considering drift-kink instability and lower-hybrid drift
instability [22]. Using three-dimensional full particle simula-
tion, the quick triggering of the magnetic reconnection in the
ion-scale thin current sheet from the intense current in the cen-
ter [23]. Considering these results, our result that the current
sheet temporarily becomes thin in the center and forms the in-
tense current in the late stage of the growth phase, can satisfy
the condition which enhanced some kinds of instabilities lead-
ing to the magnetic reconnection, and seems to be one of the
candidate which is related to the trigger process of the mag-
netic reconnection. Further analysis of the temporal variation
of the current sheet structure is expected in the future study.

4. Summary

Cluster observations of the magnetotail current sheet in the
substorm growth phase show that in the course of the gradual
current sheet thinning, the current sheet temporarily changes
its structure to the bifurcated structure and the structure with
the over-intense current in the center. The current sheet also
shows temporal variation of current sheet thickness in the cen-
ter, with the time frequency of ~ 0.01-0.02 Hz. The compres-

Int. Conf. Substorms-8, 2006

sional-mode oscillation is possibly associated with the local
substorm activity at different local time. Such compressional
variation are observed associated with the kink-like-mode vari-
ation of the current sheet.
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The dependence of magnetospheric topology and
convection (including night-side reconnection) on
the average magnetic flux transfer rate

G. Atkinson

Abstract: The average transfer rate of magnetic flux into the tail is determined, to a good approximation, by dayside
reconnection. The topology and behavior of the magnetosphere adjusts to maintain the same average return transfer rate
from the tail to the dayside, despite “obstructions” resulting from energetic plasma in the system and the conductivity

of the ionosphere. It follows that there is an average topology and behavior corresponding to each constant dayside
reconnection rate. We may expect that evolution toward a new average topology is important in triggered substorms and
growth phases. We focus on earthward flux transfer through the plasma sheet, initially for a constant dayside reconnection
rate. It is hard to see how it maintains the appropriate average value, unless it is controlled by a collaboration of both
the lobe (upstream) and the near-earth (downstream) boundaries. The same is true for reconnection in the tail since it
determines flux transfer rates. It is proposed that lobe pressure provides a stressed plasma sheet in which the onset of
reconnection is most likely if there is a strong earthward E x B convection on the earthward side of a possible X-line
site. For the nearest-earth neutral line, this corresponds to a strong earthward E X B component in the dipole-like region.
For MHD models, this occurs at midnight. For models with energetic ions, it occurs at the Harang discontinuity, for

the following reasons. The upward current at the Harang suggests that energetic ions are drifting westward off flux

tubes in the Harang, resulting in an energy difference between the west and east sides. This difference in ion energy
would be expected to produce an E x B convection cell with an earthward component in and east of the Harang and

an outward component west of it. Thus reconnection onset is most probable in the tail at the local time of the Harang.
However, reconnection provides positive feedback by adding energy to the earthward E X B convection. Instability
would be expected (essentially driven by energy from both reconnection and the interchange/ballooning motion). This
explains non-triggered substorms. Turning to time-dependent dayside reconnection, we suggest that triggered substorms
are essentially the same as non-triggered, except that there is more energy input to the convection cell by the ions. The
reduction in dayside reconnection requires additional outward E x B convection of energetic “shielding” ions west of the
Harang. Conversely, an increase in dayside reconnection requires inward convection of the shielding ions, and hence a
reduction of the Harang convection. It is expected that reconnection onsets would be suppressed during growth phases.

Key words: substorms, reconnection, Harang.

1. Convection: fundamentals and some
general considerations

We can define the rate of transfer of magnetic flux through
any line as [ E - dl. Conservation of the earth’s magnetic flux
then requires that the average transfer rates through the parts
of the magnetosphere must be equal. The average value is im-
posed, to a good approximation, by the rate of transfer into the
tail resulting from dayside reconnection.

The return transfer from the tail to the dayside must main-
tain the same average, despite the obstructing effects of ener-
getic plasma and the conducting ionosphere. The obstructing
effects include (Fig. 1): (1) compression of the plasma dur-
ing earthward convection in the tail (in fact energy must be
removed from tail-like flux tubes to resolve the pressure cata-
strophe: [3]); (2) ’shielding” of convection from the inner mag-
netosphere by energetic plasma in the earthward edge of the
plasma sheet; (3) Ohmic dissipation in the ionosphere as flux is
transferred from the nightside to the dayside in the dipole-like
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region (shielding plays a role by limiting the width of the con-
vection channel requiring stronger electric fields for the same
flux transfer rate). The topology of the magnetosphere must
be consistent with closure of the currents, shown in Fig. 2, as-
sociated with the above obstructing effects. The currents in-
clude: (1) ionospheric current across the polar cap and day-
side closing approximately one quarter of the region 1 Birke-
land currents; (2) ionospheric closure of the remaining region
1 currents to region 2 currents, which then closes by near-earth
plasma-sheet current across midnight from dawn to dusk; (3)
cross-tail current. Observations and simulations (e.g. [5]) in-
dicate that these currents increase with average dayside re-
connection rate. Jonospheric currents increase (expected from
Ohm’s law), the plasma sheet approaches the earth with stronger
near-earth currents, and the average amount of tail flux in-
creases implying stronger cross-tail current.

Since dayside reconnection is an independent input para-
meter, it is useful to consider “average” magnetospheres (to-
pologies, currents, convection patterns) corresponding to each
dayside reconnection rate. This average would be approached
if reconnection remained constant for a sufficiently long time.
(We do not assume the average is a steady-state, as it is for
MHD models [5].) Changes in dayside reconnection would be
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S

Shielding from the inner magnetosphere

Work needed to compress plasma

Work needed to overcome ionospheric dissipation

Fig. 1. Obstructions to the return flux transfer: (1) Work is
required to compress plasma for earthward convection in

the plasma sheet; (2) Convection of plasma into the inner
magnetosphere is prevented by shielding; (3) Convection to
the dayside is given by V=WE. The width of the channel, W,
is decreased by shielding, requiring stronger E and increased
dissipation.

expected to initiate evolution toward a new average topology
with different amounts of flux in the tail and the nightside mag-
netosphere, and increases or decreases in the radial distance to
the earthward edge of the plasma sheet. Some properties of
triggered substorms and growth phases will be explained by
these changes. In this paper we consider a model in which an

ionospheric currents

to southern
hemisphere

current in near-earth plasma sheet

Fig. 2. A simplified illustration of currents associated with
shielding and ionospheric closure, viewed from midnight above
the equatorial plane. Other currents of obstructions include
electrojets and cross-tail.

E x B convection pattern near the Harang discontinuity, driven
by energy from the energetic “shielding” ions in the near-earth
plasma sheet, provides boundary conditions which favour re-
connection onset and non-triggered substorms. Triggered sub-
storms are then essentially the same as non-triggered, but there
is additional energy input to the convection pattern from the
near-earth plasma sheet ions because their convection includes
an additional outward component as the topology responds to a
decrease in dayside reconnection. We therefore discuss the be-
havior for a constant dayside reconnection rate in some detail
before considering how time-dependent dayside reconnection

Int. Conf. Substorms-8, 2006

modifies the constant reconnection case. It is noted that the ex-
istence of non-triggered substorms has been questioned [8].

2. Magnetic flux transfer through the plasma
sheet

It is useful to consider magnetic flux transfer from the tail
lobes to the dayside as the two steps shown by the arrows in
Fig. 1: from the lobes into the nightside dipole-like magneto-
sphere, and from the nightside to the dayside in the dipole-like
magnetosphere. The first step is of greatest interest because of
it relationship to substorms. We shall consider the second step
only to the extent that it provides a boundary condition for the
first. The properties governing step 1 of the flux transfer are
illustrated in Fig. 3 The pressure catastrophe dictates that en-

Lobe boundary condition: magnetic pressure ‘

Energy is removed from plasma
sheet flux tubes by reconnection

Nearest ENL

other NLs

Near-earth boundary condition: magnetic flux
and plasma ExB and VB drift out of the nightside

Fig. 3. Lobe and near-earth boundary conditions on magnetic

flux transfer through the plasma sheet. In between the boundaries,
energy is removed to overcome the pressure catastrophe. The
nearest earth neutral line must produce flux tubes that can convect
to the dayside at the appropriate average rate.

ergy must be removed from tail-like plasma sheet flux tubes to
allow magnetic flux transfer into the nightside dipole-like re-
gion. It has long been believed that this occurs by reconnection,
with energy travelling down the tail in the form of plasmoids.
Recent observations [10] indicate that there are probably mul-
tiple, multiscale, reconnections throughout the plasma sheet,
possibly involving self-organized criticality resulting in a be-
havior similar to avalanches on a sand pile [6].

Magnetic flux transfer in the tail has to proceed at the ap-
propriate average rate. By analogy with similar systems, this
requires that both the upstream boundary (the lobes) and the
downstream boundary (the nightside dipole-like region) parti-
cipate in controlling flux transfer and hence also reconnection.
The analogies include compressible fluid-flow, in which flow
through any part of the system depends on the pressures at the
upstream and downstream boundaries; and even more relevant,
transfer of sand by avalanches in the sand-pile analogue men-
tioned above. Avalanches can be triggered by adding sand to
the top of the pile or removing it from the bottom since the
slope of the surface depends on both boundary conditions.

A simple description of the role of the lobes in controlling
flux transfer in the tail-like plasma sheet is that the transfer
of magnetic flux into the tail increases the lobe pressure until,
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consistent with the pressure catastrophe [3], the plasma sheet
becomes thin enough and sufficiently tail-like that the onset of
reconnection at a neutral line can result in a decrease in mag-
netic energy. (In a thick plasma sheet, the downtail flow accom-
panying reconnection stretches closed field lines and increases
the magnetic energy.) However, it is difficult to see how recon-
nection at the nearest earth neutral line produces flux which
can convect to the dayside at the appropriate average rate, un-
less the near-earth boundary is also involved. A modification
of this process is described below.

It has been argued that the outflow boundary conditions con-
trol reconnection in a tail-like configuration [1]. Both up-tail
and down-tail magnetic flux transfer must be possible in a ref-
erence frame attached to the X line during reconnection. This
suggests that, other factors being equal, reconnection onset is
most probable at locations where dv/dz is a maximum before
reconnection onset, where v is the component of E x B con-
vection in the earthward direction. This condition is satisfied in
two well-known and well-studied situations. First, for dayside
reconnection, hydrodynamics indicates that the maximum di-
vergence of the flow component parallel to the magnetopause
is at the subsolar point, and hence reconnection would be ex-
pected to be at the subsolar point. Second, the condition is im-
plicit in the onset described in the previous paragraph since
dv/dx > 0 is required to produce a more tail-like configura-
tion with a reduced normal component of B.

We are now in a position to discuss control of reconnection
onset by earthward convection. As discussed above, increases
in lobe pressure cause plasma sheet thinning, increased tail-
likeness, and eventually reconnection. However, the nearer-
earth boundary condition can increase or decrease v and hence
dv/dx. Compare the situation in which earthward flow is com-
pletely blocked with one where there is a fast earthward flow.
For the blocked case, the X line must move downtail faster and
the tailward outflow speed must be greater, with the result that
more work goes into stretching closed field lines. Hence recon-
nection onset is more likely if earthward outflow exists. Thus,
earthward convection at the nearer-earth boundary can change
dv/dx and control reconnection onset.

The above applies to both mid-tail and near-earth reconnec-
tion. Mid-tail reconnection can be controlled by nearer-earth
flows, allowing avalanche-like behavior, as discussed later. At
the nearest-earth neutral line, the uptail boundary is provided
by the dipole-like region. Thus dv/dz would be a maximum
and reconnection onset most likely at local times where the
earthward component of E x B drift is a maximum in the outer
dipole-like region. In an MHD magnetosphere, this occurs near
midnight where convection is toward lower L values and then
around dawn and dusk. We argue later that the inclusion of the
curvature and gradient drifts of energetic ions places the max-
imum earthward component of E x B drift near the Harang
discontinuity, and hence reconnection is most likely on tail-
like field lines at the same local time as the Harang.

In summary of this section, observations indicate that mul-
tiple reconnection events, distributed throughout the plasma
sheet, remove energy from flux tubes and result in earthward
magnetic flux transfer. The boundary conditions are provided
by the tail lobes and the nightside dipole-like region. Both
boundaries must play a role in maintaining the appropriate av-
erage flux transfer rate. Reconnection is most likely to be ini-
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tiated where dv/dz is a maximum, which for a nearest-earth
neutral line is in the near-earth tail at the local time where the
earthward component of E x B is a maximum in the dipole-
like region. The maximum is at midnight for MHD models.
Radar observations indicate an E x B component toward lower
latitudes in and east of the Harang discontinuity [7]. Hence re-
connection in the near-earth tail is expected and observed at
the same local time as the Harang. Control of mid-tail recon-
nection by nearer-earth flows may lead to avalanche-like beha-
viour.

3. The near-earth boundary condition

For a population of monoenergetic ions, upward currents oc-
cur at particle boundaries where there is an increase in density
and energy in going from east to west through the boundary
[11], and magnetic flux transfer (E x B drift) is from west to
east through the boundary. In simplest terms, ions are curvature
and gradient drifting off magnetic flux tubes (defined as mov-
ing with the EE x B drift). Similar behavior has been discussed
for a more-general distribution, [9]. Since there is upward cur-
rent at the Harang discontinuity, we associate it with a west-
ward increase in number density and ion energy, and with east-
ward magnetic flux transfer in a reference frame moving with
the Harang.

However, radar observations of the Harang ([7]) appear to
indicate that the E x B flux transfer is in the opposite direc-
tion. The conflict can be removed in a time-dependent model
of the Harang. Fig. 4 illustrates a model for times of no flux
transfer into the dipole-like region (no reconnection). Proper-
ties include: 1) the Harang drifts westward with a velocity de-
termined by the ions; 2) magnetic flux transfer is from west to
east through the Harang because the ions drift westward in the
E x B = 0 frame, and 3) the total ion energy decreases on
magnetic flux tubes while they are being transferred through
the Harang from west to east.

Harang velocity

convection equipotentials

Plasma includes

high-p ions
Upward current at the Harang

Fig. 4. Time-dependent model of the Harang: Upward current

at the Harang closes to a drift current of high-y ions in the
magnetosphere. The Harang moves westward with the drifting
ions with a velocity faster than the westward component of E x B
drift. The decrease in energy (shielding) on flux tubes causes the
convection pattern with a component toward lower L in and east
of the Harang and toward higher L west of the Harang.

There is an important consequence of the above properties.
The decrease in ion energy as flux tubes E x B drift through
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the Harang results in flux tubes with decreased ion energy (de-
creased shielding) on the east side. The resulting imbalance in
radial stresses drives an £ x B convection cell with a compon-
ent toward lower L values in and east of the Harang, where the
total ion energy is reduced, and a component toward higher L
values west of the Harang where the ion-energy content of flux
tubes is higher. Energy input to the convection cell comes from
the difference between energy lost by outward-convecting ions
and the energy gained by inward-convecting ions. The current
system and convection are illustrated in Figs. 4 and 5 for times
of no reconnection. Observational support for the above be-

Harang flux
tubes: high-p _,
ions decreasing

shielding currents

include high-p ions L
shielding currents

with no high-p ions

outward ExB

earthward ExB
restores shielding

Fig. 5. The Harang-driven convection and its current system:

The Harang moves westward as high-y ions drift off flux tubes,
causing an earthward E x B component until shielding is restored
by the lower-p ions and electrons. There is an outward E x B
component west of the Harang which closes the convection
streamlines (equipotentials). The system is a weak current wedge
when there is no reconnection.

havior of the Harang is provided in a case study [7]. A Har-
ang with a westward velocity of 1 km/sec was observed. The
measured westward component of EE x B drift was approxim-
ately half the Harang velocity, consistent with eastward mag-
netic flux transfer. The convection pattern shows the appro-
priate equatorward and poleward components of Fig. 4. The
superposition of the Harang-driven cell on a large-scale two-
celled convection offers an explanation of the observed east-
ward protrusion of the duskside convection cell near midnight.

4. Control of reconnection by Harang-driven
convection

Figs. 4 and 5 illustrate the Harang-driven convection and
current system in the magnetosphere at quiet times. The ion en-
ergy on flux tubes (shielding) is reduced as the Harang moves
westward in the E x B = 0 frame, resulting in an inward
E x B drift component until the shielding is restored by en-
ergy increase of the remaining ions and electrons (which have
lower values of the adiabatic invariants). The currents associ-
ated with the ion drifts are diverted to the ionosphere at local
times where shielding is reduced. The inward E x B convection
of dipole-like flux at local times of reduced shielding is closed
by outward convection at local times of high shielding; that is
west of the Harang.
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It is now straightforward to relate the Harang-driven E x B
convection to reconnection. The E x B drift to lower L values
on dipole-like field lines at the Harang provides the conditions
discussed earlier (dv/dx at maximum) that favor the onset of
reconnection on tail-like field lines outside the dipole-like re-
gion. Thus, when near-earth reconnection is initiated, it would
be expected to be at the local time of the Harang discontinuity.

However, reconnection produces stress changes that enhance
the inflow at the Harang. This provides positive feedback, amp-
lifying the Harang-driven convection shown in Figs. 4 and 5.
The resulting instability is either an interchange or a ballooning
instability with energy supplied by both magnetic field changes
due to reconnection, and by the radial convection component
of ions. The above offers an explanation of non-triggered ex-
pansions.

Now we can return to time variations of dayside reconnec-
tion and triggered substorms. A decrease in dayside reconnec-
tion requires increased E x B drift of the ions (west of the
Harang) away from the earth, since shielding must decrease.
This provides more energy input by ions to the Harang-driven
convection cell of Figs. 4 and 5; that is more energy than for
the non-triggered case. This results in a corresponding increase
in the probability of reconnection onset at the Harang in the in-
flowing part of the convection cell. It offers an explanation of
triggered expansions, and explains why the energy involved is
greater for triggered substorms ([4]. It is consistent with a sug-
gestion in [2] that the energy for triggered substorms comes
from the convection of the shielding ions to higher L values.

Finally, there are a few additional properties of the model
that should be noted: (1) The instability may involve east-west
scales which are smaller than the Harang, since energy is avail-
able for a Harang-type convection cell wherever there is a west-
ward increase in total ion energy. According to our earlier dis-
cussions there is a westward increase of total ion energy over
most of the Harang. (2) An increase in the dayside reconnec-
tion rate is expected to produce electric fields that convect the
shielding ions closer to the earth. The inward convection op-
poses the Harang-driven convection cell and would cause sup-
pression of reconnection onset in the growth phase of sub-
storms. (3) Since the Harang cell moves westward with the
drifting ions, reconnection, after onset, would be likely to fol-
low the motion as the expansion develops, consistent with west-
ward travelling surges. (4) Fig. 5 illustrates that the sum of the
ion currents and the westward electrojet should be constant
over several hours of local time around midnight. At times
when the westward electrojet current is comparable to the in-
tegrated region 2 current (one or two mega-amps), there is
very little shielding in the magnetosphere. This suggests that
the large increase in the conductivity of the ionosphere in sub-
storms plays an important role in slowing down the earthward
component of E x B, and delaying the restoration of shielding.

5. Summary

Dayside reconnection transfers magnetic flux into the tail,
and determines the average transfer rate, which must be the
same through all parts of the magnetosphere. The return trans-
fer to the dayside is obstructed by the plasma and the iono-
sphere. The topology of the magnetosphere adjusts to close the
currents of these obstructions. It is useful to compare average
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topologies corresponding to different constant dayside recon-
nection rates. The average amount of magnetic flux in the tail
and on the nightside increases with dayside reconnection rate,
and the earthward edge of the plasma sheet moves closer to
the earth. Growth phases and triggered substorms both involve
topology change in response to increases or decreases in day-
side reconnection rate. We focussed on magnetic flux transfer
through the plasma sheet since this is related to substorms. En-
ergy must be removed from flux tubes to resolve the pressure
catastrophe. Observations indicate that multiple reconnections
remove energy from flux tubes, reducing the energy content
until they can convect to the dayside at the appropriate aver-
age rate. The appropriate average can be maintained only if
both tail-lobe and near-earth boundary conditions play a role
in controlling reconnection and flux transfer. It is proposed
that reconnection onset is most probable at locations where and
times when dv/dz, the uptail gradient of the earthward com-
ponent of flow, is a maximum before onset. In the plasma sheet,
dv/dx can be increased by a strong E x B earthward compon-
ent at the earthward boundary of a region where other factors
favor reconnection. This allows an avalanche-like process in
the mid-tail with reconnection controlled by nearer-earth flows
(which may themselves be the result of nearer-earth reconnec-
tion). At the nearest-earth reconnection site, the boundary con-
dition is provided by the earthward component of E x B in the
dipole-like region. In MHD models, this is a maximum at mid-
night. In the presence of energetic ion drifts, it is at the Harang
discontinuity. A time-dependent model of the Harang discon-
tinuity is presented in which it is the eastern limit of westward
drifting highest-y ions. The drift of high-p ions off flux tubes
at the Harang creates an east-west distribution of energy that is
not in equilibrium. This causes a convection component toward
lower latitudes at and east of the Harang and to higher latitudes
at points west. These E x B components favor reconnection on-
set on tail-like field lines at the local time of the Harang. How-
ever, reconnection changes magnetic stresses so as to create a
positive feed-back to the convection cell. The result is an in-
terchange/ballooning instability with energy provided by both
ion-drift and reconnection. This explains non-triggered sub-
storms. Decreases in dayside reconnection require additional
outward E x B drift of the shielding plasma west of the Har-
ang. This enhances the Harang-driven convection and provides
a boundary condition that is even more favorable for recon-
nection onset. Conversely, increases in dayside reconnection
require inward E x B drift, which suppresses Harang-driven
convection and reconnection during growth phases.
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On the role of entropy conservation and entropy
loss governing substorm phases

J. Birn, M. Hesse, and K. Schindler

Abstract: MHD theory and simulations have shed light on the role of entropy conservation and loss during the course

of a substorm. Entropy conservation appears to be a crucial element leading to the formation of thin embedded current
sheets in the late substorm growth phase, causing the onset of an instability or a catastrophe (loss of equilibrium). Entropy
loss (in the form of plasmoids) is essential in the earthward transport of flux tubes (bubbles, bursty bulk flows). Entropy
loss may also change the tail stability properties and render ballooning modes unstable and thus contribute to cross-tail
variability. We illustrate these effects through results from theory and simulations. We also verify that the entropy
conservation as used in MHD remains a valid concept in particle simulations.

Key words: Entropy, Substorms.

1. Introduction

The large-scale dynamic evolution of the magnetosphere, in-
cluding the substorm growth phase and the substorm expan-
sion phase, is usually modeled by the one-fluid magnetohydro-
dynamic (MHD) equations. Major assumptions used in the de-
rivation of the MHD equations from the more general frame-
work of collisional or collisionless Vlasov/Boltzmann equa-
tions are (a) the neglect of the electric field in the plasma rest
frame (ideal MHD),

E+vxB=0 ey

(b) the assumption of isotropic plasma pressure p, and (c) the
neglect of heat flux or, more narrowly, the divergence of the
heat flux tensor. Here heat flux represents the third order mo-
ment of the particle distribution function, representing thermal
energy transport in the plasma rest frame. This leads to the
adiabatic, i.e., entropy conserving, law of state, which may be
written as

22 @)

where d/dt = 0/0t+v-V is the time derivative in a comoving
frame. Here v = 5/3 is appropriate for an isotropic plasma
distribution function (taken in the plasma rest frame), which
also implies the absence of heat flux.

Although the details of substorm onset in the magnetotail
are still a matter of debate, there is no doubt that magnetic
reconnection, and plasmoid formation and ejection, play a cru-
cial role in the expansive phase of substorms. This requires a
local violation of the ideal MHD constraint (1) associated with
a dissipative electric field

E=E+vxB#£0 3)
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In MHD simulations this is usually accomplished by some ad-
hoc model of resistivity (or by numerical diffusion). In col-
lisionless models appropriate for the magnetotail, resistivity
from binary collisions does not play any role. Many of the in-
vestigations of magnetic reconnection in the magnetotail there-
fore have focused on the break-down of (1) and the properties
of the dissipative electric field resulting particularly from elec-
tron inertia effects [14, 9, 11, 8, 13].

However, the entropy conservation (2) and its break-down
also have important implications for the evolution of the mag-
netotail, the accessibility of certain states, and the stability of
the tail. This is the topic of the present paper. In Sec. 2 we
present results from quasi-static theory and MHD simulations
that demonstrate the potential role of entropy conservation in
the growth phase of substorms in governing thin current sheet
formation and the loss of equilibrium. As discussed in Sec. 3,
the subsequent loss of entropy by the severance of a plasmoid
results in a ballooning unstable configuration. The entropy loss
enables depleted flux tubes to penetrate close to the earth, while
ballooning instability may provide cross-tail structure and fila-
mentation. These results rely on the entropy conservation (2),
which is imposed in the MHD model. However, as demon-
strated in Sec. 4 from a comparison between an MHD sim-
ulation and a full particle simulation, the integral of entropy
on moving flux tubes is well conserved in particle simulations
as well, providing credence to the results of the MHD simula-
tions.

2. Substorm growth phase: Thin current sheet
formation, loss of equilibrium

In this section we discuss the possible role of entropy con-
servation during the substorm growth phase. Recently Birn and
Schindler [3] investigated the quasi-static response of the mag-
netotail to a deformation of the magnetopause boundary, af-
fecting particularly the inner tail. Using two-dimensional mag-
netohydrostatic (MHS) equilibium theory, together with flux,
entropy, and topology conservation (equivalent to ideal MHD
for slow, quasi-static, evolution), they demonstrated that a fi-
nite boundary deformation of magnetotail equilibria can lead
to strong local current density enhancement, that is, the form-
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Fig. 1. (a) Maximum current density as function of the amplitude
of the boundary indentation; (b) pressure as function of the flux
variable A for the unperturbed state (dotted line), the theoretical
limit obtained from quasi-static theory (dashed), and from an
MHD simulation (solid line). Modified after [4]; (c) magnetic
field configuration near the critical limit, consisting of a thin
embedded current sheet (gray scale) that bifurcates toward the
Earth (left).

ation of a thin current sheet. Equilibrium configurations that
satisfy the constraints cease to exist when the boundary de-
formation exceeds a critical value.

Figure 1 illustrates this result. Panel (a) shows the maximum
current density in the tail as a function of the amplitude of
the boundary indentation a, which diverges at a finite value
of a. Panel (b) shows the pressure P as a function of the mag-
netic flux variable A, where the magnetic field is givenby B =
VA x y. The dotted line corresponds to the unperturbed state
and the dashed line to the critical state, where J = dP/d A be-
comes locally infinite. The solid line represents the result of an
MHD simulation, where the critical state is obtained by a slow
temporal evolution resulting from a temporal inflow through
the boundary, which causes a similar deformation as in the
quasi-static model [4]. Panel (c) illustrates the configuration
near the critical state, showing an enlarged inner portion of the
tail. A thin sheet with strongly enhanced current density (gray
scale) becomes embedded in the plasma sheet. This sheet bi-
furcates into two sheets toward the Earth (to the left in Fig. 1).

Int. Conf. Substorms-8, 2006
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Fig. 2. MHD simulation of thin current sheet formation and
plasmoid ejection in the tail, resulting from boundary deformation
in the near tail. The gray scale indicates the current density.

3. Expansion phase: Role of reconnection,
propagation of bubbles

The results of Sec. 2 showed the strong coupling between
boundary perturbations, resulting from the impact of the solar
wind, and current density intensification within a thin sheet
forming within the plasma sheet. It is plausible that this leads
to the onset of instability or the loss of equilibrium, regard-
less of the dissipation mechanism. In the presence of dissip-
ation the strong current density enhancement is expected to
cause reconnection. We simulated this by imposing finite, uni-
form, resistivity. As demonstrated by Fig. 2, this indeed leads
to reconnection in the near tail and the formation and ejection
of a plasmoid. Similar results can also be obtained from full
particle simulations, where dissipation results from electron in-
ertia causing nongyrotropy of the electron pressure tensor [7].

The plasmoid formation has a further consequence for closed
field lines, connected with earth at both ends. Because parts of
these field lines are severed, the remaining closed section be-
comes shorter and its total entropy content reduced. This is
demonstrated in Fig. 3, showing the integrated quantity S(A)
defined by

S = /p””dv = /p””% @)

where A is again the flux variable in the two-dimensional mag-
netic field, integrated at various times along field lines cross-
ing the near-Earth boundary z = 0. A is normalized to O at
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Fig. 3. Entropy function for the MHD simulation of Fig. 2 at
various times indicated in the legend.

Fig. 4. Entropy function for a depleted flux tube (bubble).

x = 0, z = 0 and increases outward. The sharp decrease of the
initial S(A) (dotted line) near A = 0.7 marks the transition
from closed to open field lines, which cross the far boundary
x = 32, rather than the equatorial plane z = 0. In the ab-
sence of dissipation, that is, for vanishing resistivity, this func-
tion should be conserved. As a result of reconnection, however,
S(A) becomes reduced for field lines that are affected by re-
connection. The sharp increase of S(A) (near A = 0.5 for
t = 50) marks the location of reconnection; it moves to higher
A values, and from closed to open field lines, as time proceeds.
Below this value the functions S(A) show a deep minimum but
remain essentially identical for the part that has undergone re-
connection, that is, left of the steep jump. This shows that there
is little further dissipation.
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Fig. 5. Maximum earthward flow speed as function of time for
bubbles with y,,, = 0.2 and (a) pressure reduction but no initial
velocity (solid line), (b) pressure reduction and initial velocity
(dotted line), (c) no pressure reduction but finite initial velocity
(dashed line). After [1].
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Fig. 6. Evolution of a entropy-depleted flux tube (bubble). The
gray scale shows the earthward flow speed and the contours the
boundary of the region of reduced entropy density in the x, z
plane.)

As shown by [12], the nonmonotonic variation of the en-
tropy function, resulting from the plasmoid loss, also changes
the stability properties of the configuration and, specifically,
the depleted flux tubes, which are often denoted a plasma “bub-
ble” [10, 6]. The non-monotonic variation of the entropyleads
to ballooning or interchange instability. Using three-dimen-
sional magnetohydrodynamic simulations, Birn et al. [1] in-
vestigated the propagation of low-entropy bubbles in the mag-
netotail. To distinguish the role of the entropy depletion versus
acceleration by reconnection, they studied the evolution of a
closed magnetic flux tube with artificially reduced pressure
(and thus entropy density). The initial entropy variation is shown
in Fig. 4 and is qualitatively the same as in Fig. 3, resulting
from reconnection. Birn et al. found that the depletion was
crucial in permitting the earthward propagation of the bubble,
reaching speeds of the order of 200-400 km/s, depending on
the initial amount of depletion and the cross-tail extent of a
bubble. Fig. 5 illustrates this result by a comparison of three
simulations, one starting with a depleted flux tube (solid line),
one with additional added initial earthward momentum (dot-
ted line), and one with initial momentum but without depletion
(dashed line). Obviously, simple acceleration without deple-
tion does not lead to significant earthward propagation, whereas
the two depleted flux tubes, after some initial phase, show sim-
ilar evolution and propagation toward Earth. This result can be
considered as the consequence of interchange instability, ori-
ginally postulated by [10].

The instability of the depleted flux tube configuration against
ballooning also leads to structuring of the depleted region in
the cross-tail direction. This is demonstrated by Figs. 6 and 7,
which show the earthward flow speed (gray scale) associated
with the bubble at two different times in the x, z plane and the
x,y plane, respectively. The top section shows the earthward
propagation, confined within the depleted flux tube. The plots
in the equatorial plane (bottom two panels), however, demon-
strate that the bubble, which originally consists of a single con-
nected flux tube, breaks apart into several pieces of flux tubes.
This is the result of ballooning modes with a wave structure in
the cross-tail direction.
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Fig. 7. Evolution of a entropy-depleted flux tube (bubble). The
gray scale shows the earthward flow speed and the contours the
boundary of the region of reduced entropy density in the x,y
plane.)

4. Validity: Comparison between MHD and
kinetic simulations

The results discussed in sections 2 and 3 are based on the en-
tropy conservation (2), which is imposed in the MHD model.
In a full kinetic model, this approximation may break down
through the development of anisotropy and effects of heat con-
duction, in addition to reconnection. We have therefore invest-
igated the conservation of entropy in a comparison of a particle
simulation of magnetic reconnection with an MHD simulation
[2]. This study was motivated by a recent comparative study of
forced magnetic reconnection with various particle and fluid
codes, named the “Newton challenge.” In these simulations,
the formation of a thin current sheet and magnetic reconnection
are initiated in a plane Harris-type current sheet by temporally
limited, spatially varying, inflow of magnetic flux (from top
and bottom in Fig. 8). All simulations resulted in surprisingly
similar final configurations [5] with a concentration of the cur-
rent in rings around the center of the magnetic islands, as il-
lustrated in Fig. 8. This suggested that entropy conservation
operated similarly in fluid and particle codes despite the fact
that kinetic approaches include anisotropy, a different dissipa-
tion mechanism, and different waves not included in MHD.

Specifically we investigated again the integral entropy meas-
ure S(A), defined by Eq. (4), using a gauge in which A is
frozen in the plasma outside the reconnection region. In the
absence of dissipation and for vanishing heat flux (or, more
generally, vanishing divergence of heat flux) S(A) should be a
conserved function. This function was evaluated for both a PIC
simulation and an MHD simulation with localized resistivity
given by

$% = (z/dy)? + (2/d.)> ®)

choosing d;, = d, = 1 and n; = 0.01. Magnetic flux val-
ues A were derived from integrating B, = —9A/0z along the
boundary x = 16. We note that, without dissipation, the flux
values at the corners of the simulation box and, for symmetry
reasons, at x = +16,z = 0 should be conserved. We nor-
malized A to vanish at x = £16, z = 0, that is, at the o-type
magnetic neutral points in the center of the evolving magnetic
islands, where the plasma stays at rest.

n =n1/ cosh?® s
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X

Fig. 8. Late magnetic field configuration and current density
(gray scale) for an MHD (top) and a PIC simulation (bottom) of
the Newton challenge problem [5, 2]. The outermost field lines
are the ones that originally formed the boundaries z = £8.To
show the deformation more clearly, field lines outside of these are
omitted.

With this gauge, the flux values should be frozen in the
plasma fluid within the ideal MHD regime, that is, prior to and
after reconnection. However, it makes sense also to compare
the entropy before and after reconnection, because of the sym-
metry of the configuration and the fact that the entropy measure
defined by (4) is an additive quantity. Thus we can compare the
entropy measure .S of a section of a field line that extends from
the z axis to the boundary before reconnection with the corres-
ponding field line that extends from the z axis to the boundary
after reconnection.

Figure 9 (top) shows the entropy function (4) obtained in this
way as function of the magnetic flux variable for both MHD
and PIC simulations at the late stages of the simulations to-
gether with the initial distribution (dotted line). The bottom
part of Figure 9 shows the corresponding pressure variations,
also averaged over the field lines. For the PIC simulation the
pressure p is defined by the trace of the full pressure tensor,
given by

1 2
p=3P| + 3PL (6)
For an indication of the anisotropy in the PIC simulation, the
parallel and perpendicular components of the pressure tensor
are shown as well as functions of A, again averaged over field
lines.

The entropy functions in Figure 9 (top) show remarkable
agreement with each other and with the initial distribution, des-
pite the fact that most field lines at the late times have under-
gone reconnection. This demonstrates that the Joule dissipa-
tion at the reconnection site leads only to a minimal increase in
the total entropy on a field line. In contrast, the pressure func-
tions P(A) have change drastically from the initial distribu-
tion but agree closely between MHD and PIC simulations. The
small difference is largely due to the fact that the PIC simula-
tion has evolved slightly more than the MHD simulation. The
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Fig. 9. Entropy (top) and pressure (bottom) as functions of
the magnetic flux variable A for MHD (dashed line) and PIC
simulations (solid line) of the Newton challenge problem

[5]. Also shown are the parallel and perpendicular pressure
components for the PIC simulation.

PIC simulation shows some anisotropy, particularly at values
of A close to 0, which corresponds to the center of the mag-
netic islands.

The (approximate) entropy conservation through the recon-
nection process is a particular property that results from the
symmetry of the Newton challenge problem with the x-point
located at the center of the symmetrical box. This has the con-
sequence that at the reconnection site a field line is split into
two halves, which are then reconnected with symmetrical two
halves, so that, in the absence of significant dissipation, the
total entropy remains the same. In more general configurations
without symmetry, such as the tail configuration of Fig. 2, only
the sum of the entropies of the affected field lines would be
conserved. That is, the entropy loss from a shortened recon-
nected field line corresponds to the entropy of the severed part
contained within the plasmoid.

5. Summary and Discussion

We have discussed how entropy conservation and the loss
of entropy might affect various substorm phases, including the
growth phase, onset, and the expansion phase, in the magneto-
tail. Results from quasi-static theory and MHD simulations
demonstrated how entropy conservation, together with flux and
topology conservation in the growth phase of substorms gov-
erns thin current sheet formation and the loss of equilibrium.
The strong current density intensification, which occurs when
the critical state is approached, suggests the onset of instability
or a catastrophe, that is, loss of equilibrium, regardless of the
dissipation mechanism. This eventually leads to the onset of
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reconnection and plasmoid formation and ejection.

The subsequent loss of entropy by the severance of a plas-
moid results in a ballooning or interchange unstable config-
uration. The loss of entropy is essential in enabling depleted
closed flux tubes (bubbles) to penetrate to the inner magneto-
sphere closer to Earth, as suggested by [10]. Ballooning in-
stability may also be responsible for providing cross-tail struc-
ture and filamentation of bubbles, which may be closely asso-
ciated with localized fast flow bursts in the tail.

These results rely on the entropy conservation (2), which is
imposed in the MHD model. However, as demonstrated by the
comparison between an MHD simulation and a full particle
simulation, the integral of entropy on moving flux tubes is
well conserved in particle simulations as in MHD simulations,
providing credence to the results of the MHD simulations. The
(approximate) conservation of entropy, even through the recon-
nection process, is a consequence of the strong localization of
Joule dissipation (given by j - E’, where E' = E 4 v x B) and
of the lack of significant heat flux across the field.
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Depletion of electrons in a multiple substorm event

on November 15th, 2001

C. R. Bryant, J. S. Murphree, E. Donovan, and S. B. Mende

Abstract:

Using the IMAGE FUYV instrumentation it is possible to determine the power of auroral events. Proton power can be
calculated using the SI12 instrument and the power of the LBH spectrum can be calculated using the WIC camera. The
resulting power spectrums can compared, examining the relationship of the precipitating particles. Data will be presented
from a multiple substorm event from November 15, 2001.

The multiple substorm event consists of two events that have no apparent IMF trigger during a strong southward
IMF (-10 nT). These events are then followed by two substorm events that have external triggers (that being northward
turnings). The peaks of the events starting at 1738 UT and 1815 UT have ratios of the SI-12/LBH power of roughly 45%,
indicating that the aurora is primarily due to precipitating electrons. The breakup at 1900 UT has a peak of SI-12/LBH
power of 170%. Clearly the protons make up much more of the particle precipitation into the auroral oval as the WIC
images show weak intensities likely related to secondary electrons from the proton precipitation. The recovery phase after
this final substorm is quick for the LBH power but the proton power shows that the decay is longer, perhaps even with
another event occurring at 2140 UT with only a proton power signature.

Loss cone for the electrons means they are favoured to precipitate into the oval but are depleted in the later substorm
and protons make up the majority of the precipitating particles. Particle measurements will be used in conjunction with
images from IMAGE FUV instruments to help determine the relationship between the protons and electrons in this

multiple substorm event scenario.

Key words: substorms, IMAGE FUYV, multiple events.

1. Introduction

November 15th, 2001 provides an interesting example of
a multiple substorm event. In this example, observations re-
veal an extended growth phase with a strongly southward IMF,
a non-IMF triggered pseudo-breakup and breakup, and two
breakups triggered by northward turnings. The recovery phase
of each part of the event is interesting as many of the features
remain when the next breakup occurs in another portion of the
oval.

The far ultraviolet instruments on board the IMAGE satellite
are the primary vehicle for the selection of the dataset used in
this paper. In particular, the wideband imaging camera (WIC)
and a spectral imager (SI-12) are used. The WIC instrument
operates in the Lyman-Birge-Hopfield (LBH) band from 140
- 190 nm where the prominent excitation mechanism is elec-
tron impact excitation for the LBH band [7]. Due to O4 ab-
sorption in part of the LBH band there are significant losses as
well as dayglow associated with solar radiation on the dayside.
As well, there is also contamination from precipitating protons
which are efficient at creating secondary electrons contaminat-
ing the pure electron signal [9, 3]

The SI-12 imager measures Doppler shifted Lyman-« emis-
sion at 121.567 nm produced by energetic protons cascading
into the atmosphere. Geocoronal emissions due to solar radi-
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ation at 121.6 nm is a concern but is filtered out to produce
only photons associated with proton aurora. Due to limitations
of the instrument, however, only protons with energies of at
least several keV will be detected [8].

Other than IMAGE FUYV, ACE solar wind and interplanet-
ary magnetic field measurements are also used in describing
the events. The ACE data is Weimer-mapped from the ACE
location near the L1 point back to the bow shock at 12 MLT.
This means that the displayed ACE data is much closer to the
time that the magnetosphere would actually react to the solar
wind and magnetic field.

Using the MLT images for the WIC and SI-12 cameras, it
is possible to estimate the power [2]. In this paper, the au-
roral substorm power is estimated by contouring the hemi-
sphere with a minimum value that was calculated from mul-
tiple images of quiet time. Once this minimum level is defined,
the contour is run in order to calculated the area [1] of the au-
roral intensity above the quiet level. Therefore a power level of
zero represents a quiet oval.

The auroral substorm power, like other indices such as AE
[10], can be used to determine onset/expansion and beginning
of the recovery phase. The power dramatically increases at on-
set. At the beginning of the recovery phase, the power reaches
a maximum. As the recovery phase continues, the power con-
tinues to decrease until it reaches zero which would indicate
the end of the recovery phase.

2. Observations
Looking at the two hours prior to the event, Weimer-propagated

ACE data in the figure 1 reveals that there would likely be two
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substorms due to northward turnings following the strongly
southward B, period. The growth phase for these two sub-
storms appears to start with a sudden drop of B, from 5 nT to
-7nT at 1642 UT. It is followed 5 minutes later by a dawnward
shift of B,,. B is strongly southward for about 90 minutes be-
fore the first northward turning and the first of two externally
triggered events.
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Fig. 1. Weimer-mapped ACE data from 16-23 UT on November
15, 2001. The top panel shows the B. and B, components of the
solar wind while the lower panel shows the dynamic pressure and
the V, component of the solar wind. (Data is courtesy of Dr. J.
Weygand at IGPP, UCLA.)

The growth phase is also evident in figure 2. One expects the
poleward edge of the auroral oval to move equatorward dur-
ing the loading process as the tail is stretched out. Examining
the four keograms, the WIC and SI-12 keograms at 3.0 MLT
clearly show equatorward movement of the poleward bound-
ary until the first breakup at 1737 UT. The keograms at 23.0
MLT also show equatorward movement but show a potential
pseudo-breakup near 1636 UT and then show expansion both
equatorward and poleward at the first clear pseudo-breakup at
1720 UT.

The substorms externally triggered by the two separate north-
ward turnings are at 1815 UT and 1900 UT. The first northward
turning, from -13 nT to 2 nT, occurs simultaneously with a
duskward shift in B, as seen in figure 1. In figure 2 it is clearly
seen that there are increases in intensity at 1815 in both local
times. The 1900 UT substorm is not nearly as clear in the MLT
images although there is an increase in the intensity of the SI-
12 keograms. In figure 3, there is a very clear rise in power
starting at 1815 UT. A similar increase is also seen in the SI-
12 power. Figure 4 ratio of SI-12 to WIC power is less than
100% during this substorm.

After spiking at 2 nT at 1815 UT, B, begins to fall off to
-10 nT loading energy into the system again over the next 45
minutes. The second northward turning beginning at 1900 UT
has a gradual rise in B, from -10 nT to 8 nT that lasts nearly
8 minutes. At the same time, B, again moves dawnward. In
this case, the keograms in figure 2 barely show any intensity
increase and it appears later than 1900 UT. Most of the intens-
ity increase is also in the post-midnight sector. Similarly, fig-
ure 3 shows the SI-12 power increasing at 1900 UT while the
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Fig. 2. Keograms for WIC and SI-12 from 16 UT to 23 UT. The
top two keograms are taken at 23.0 MLT which is the local time
of the pseudo-breakup and close to the first breakup. The bottom
two keograms are from 3.0 MLT in order to illustrate the proton
aurora later in the sequence of events.

200

150

100

Power (GW)

50

I
I
I
%
|
N N b

O [TTT T[T I T T [TI T T [TTIT

)
N
N
N
o

Fig. 3. WIC (LBH) and SI-12 (proton) total auroral substorm
power between 16 UT and 23 UT. The solid line is the WIC
power and the dashed line is the SI-12 power.

WIC power remains fairly consistent until its rise near 1920
UT. The rise at 1920 UT is also related to secondary electron
contamination from the proton precipitation. Figure 4 shows
that the ratio of WIC to SI-12 power is near one before 1900
UT. The SI-12 power climbs steadily to nearly fives times the
WIC power by 1920 UT.

In figure 1, B, becomes steadily northward at 1940 UT. The
recovery phase happens during periods of prolonged north-
ward IMF after a northward turning. Further, examining the
keograms in figure 2, it is seen that the WIC camera shows de-
creasing intensities at both 23.0 MLT and 3.0 MLT. The 23.0
MLT also shows a weak double oval formation. Both of these
are characteristics of the recovery phase. Figure 3 also shows
decreases in power starting around 1940 UT. This is in agree-
ment as the power is related to the intensity if the auroral oval.

2.1. Pseudo-Breakup - 1720 UT

The pseudo-breakup occurs during the strongly southward
IMF and appears to not be IMF triggered. This is being defined
as a pseudo-breakup as there is limited poleward and latitudinal
expansion.
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Fig. 4. Power ratio from 17 to 20 UT. The ratio is given as
a percentage of power of the SI-12 instrument to the WIC
instrument.

Fig. 5. 1720 UT pseudo-breakup. This is a series of MLT images
from the IMAGE WIC and SI-12 cameras. Each row represents
one UT time and the left column is WIC and the right column is
SI-12.

In figure 5, 1718 UT (the top row) shows the auroral oval to
be reasonably quiet. Weak activity does exist and it appears in
the same region on both the SI-12 and WIC images. At 1720
UT, a breakup is evident at 23.0 MLT. Both WIC and SI-12 im-
ages clearly show a sharp increase in activity. This is confirmed
in figure 2 in the 23.0 MLT keograms which also show a sharp
boundary in intensity at 1720 UT. Over the next few images
(not shown) activity increases and a small auroral bulge forms.
At 1728 UT, the pseudo-breakup is already in recovery phase
in the WIC image though some activity remains in the SI-12
image. This is confirmed in the 23.0 MLT keograms again as
there is a significant decrease in intensity.

2.2. Substorm One - 1737 UT

This substorm occurs during the strongly southward IMF
and appears not to be IMF triggered. Although a duskward
shift (increase) in B, occurs at this time and it has been noted
that B,, maybe a possible trigger [6]. Solar wind pressure pulses
have also been noted to trigger substorms [5] however there is
not a complete dataset over that time period in order to de-
termine if the breakup was caused by a change in solar wind
dynamic pressure.
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At 1735 UT (the top row), in figure 6a, the oval shows weak
activity in the WIC image although there is more intense activ-
ity in the SI-12 image, mostly in the post-midnight sector. The
images at 1737 UT clearly show a breakup at 22.5 MLT in
the WIC images and an increase in the intensity of the activity
in the pre-midnight sector in the SI-12 image. This means that
breakup occurred between 1735 and 1737 as the IMAGE satel-
lite has a two minute cadence. This conclusion is supported by
the keograms in figure 2 which also show a significant intens-
ity increase in both the SI-12 and WIC keograms at 23.0 MLT.
The keograms at 3.0 MLT also show that the equatorward mo-
tion associated with the growth phase has stopped. Figure 3
also clearly shows a dramatic increase in WIC power at this
time. The power continues to grow throughout the expansion
phase. This is consistent with figure 4 which shows the ratio
of SI-12 to WIC power is decreasing throughout the expansion
phase.

At 1751 UT, the substorm has reached the beginning of the
recovery phase. The oval has begun to decrease latitudinally
and in intensity. This intensity decrease can be seen in the keo-
grams at 23.0 MLT. The local maximum power in the SI-12
and WIC occurs at this time. In the final row of images in fig-
ure 6a at 1807 UT, the activity has continued to move into the
morning sector. Some recovery phase phenomena (double oval
formation and increase in the morning sector activity) are vis-
ible. The power has decreased from its maximum at 1751 UT
for both WIC and SI-12 which is also an indicator of recov-
ery. The WIC power remains larger than the SI-12 power dur-
ing this period indicating that both WIC and SI-12 power are
dropping simultaneously.

2.3. Substorm Two - 1815 UT

This substorm is triggered by a sudden northward turning
at 1815 UT following a prolonged (90 minute) strongly south-
ward IMF. Once it peaks, however, the IMF decreases again
for 40 minutes down to -10 nT. B, remains duskward over this
time. There is is a decrease in the dynamic pressure during the
decreasing IMF after onset. As there appears to be no sustained
northward IMF, the recovery phase should likely be shortened
or non-existent.

In figure 6b, the first row at 1814 UT shows a moderate
amount of activity, most of which is still left from the pre-
vious substorm seen in figure 6a. There is recovery phenom-
ena seen such as a large latitudinal extent on the morning side,
north-south structures, and a double oval. The proton aurora,
though not as wide also shows moderate activity in three sec-
tors. Figure 3 shows that there is still significant auroral sub-
storm power.

In the second row, there is obviously a major increase in
intensity. The major increase is around 21 MLT with a bifurca-
tion from 21 MLT to 00 MLT as discrete aurora move poleward
and the diffuse aurora, still present from the previous substorm
moves equatorward during the expansion phase. Proton aurora
also brightens, but further east than the WIC image, with the
greatest intensity increases near 22.5 MLT. During this time,
both WIC and SI-12 power is increasing. The keograms con-
firm the onset near 1815 UT. The SI-12 keogram at 23.0 MLT
is especially good as the SI-12 intensity increases are closest.
The 3.0 MLT keograms show tremendous poleward expansion
of the oval.
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Fig. 6. This is a series of MLT images from the IMAGE WIC
and SI-12 cameras. Each row represents one UT time and the
left column is WIC and the right column is SI-12. The images in
figure (a) represent the first substorm at 1737 UT and figure (b)
represents the substorm at 1815 UT.

At 1830 UT, there is a marked decrease in the intensity of
the oval as the beginning of the recovery phase of this second
substorm starts. a double oval has formed and the morning sec-
tor has continues to expand from the recovery phase of the first
substorm, now covering over 15° MLAT. Many north-south
structures exist from midnight into the morning side as a res-
ult of previous recovery phase still continuing. The WIC power
curve reaches its maximum at this point, while the SI-12 power
curve reaches its maximum a few minutes later. The end of ex-
pansion is also evident in the keograms as both the WIC and
SI-12 keograms at 23.0 MLT stop poleward motion and the en-
tire oval begins to move equatorward. In the case of the WIC
keogram, the intensity also drops off rapidly and a double oval
is evident by 1851 UT. The morning side continues to expand
latitudinally.

By 1852 UT, the oval appears to be in full recovery phase.
The SI-12 image, is also less intense but still has much more
activity than the WIC image. This is fully supported by the
23.0 MLT keograms in figure 2. The double oval in the WIC
keogram is an indicator of the recovery phase. The WIC power
drops off rapidly to a consistent value near 20 GW while the
SI-12 power has barely changed at all. Based on the WIC data,
the substorm is in full recovery though that is not evident from
the SI-12 data. This is clearly shown in figure 4.

2.4. Event - 1900 UT
After the decrease to -10 nT, there is a slow northward turn-
ing to 7 nT. At the same time there is an increase in the dynamic
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Fig. 7. This is a series of MLT images from the IMAGE WIC
and SI-12 cameras. Each row represents one UT time and the
left column is WIC and the right column is SI-12. The 1900 UT
event is outlined in this set of images. Figures in (a) show the
strengthening SI-12 intensities while the WIC intensities remain
weak. Figures in (b) show the progression through expansion to
recovery 'phases’ of the event.

pressure. Based on this solar wind evidence, there is another
event, substorm or not, starting at 1900 UT. The SI-12 power
also illustrates an event that begins at 1900 UT where as WIC
power does not increase until twenty minutes later and never
increases above the power of the SI-12.

In figure 7a, at 1859 UT (the first row), the WIC image
shows a double oval and weak intensities. The morning sector
has expanded over 15°. The SI-12 image, on the other hand,
has strong activity near midnight that stretches well into the
dusk sector. Four minutes later, the WIC image has continued
to decrease in intensity. The SI-12 continues to increase in in-
tensity, expanding further east and latitudinally as if breakup
had taken place and the oval was in an expansion phase. Four
minutes after that, at 1907 UT, the WIC image continues to
show recovery. A slight increase in intensity near 02 MLT is
due to proton contamination, secondary electrons are being
measured by the WIC imager.

At 1919 UT in figure 7b the SI-12 image intensity has in-
creased dramatically, with a peak near 01 MLT but activity
spreading from noon all the way to morning. The WIC image
shows activity corresponding to the SI-12 image due to second-
ary electrons. The SI-12 power locally peaks and stays above
90 GW until 20 UT when it begins to fall off. There are three
peaks in the SI-12 power during this time. The WIC power is
lower than the SI-12 and is related to secondary electrons. The
keograms all show the event happens near 1920 UT based on

(©2006 ICS-8 Canada



Bryant et al.

intensity increases.

At 1927 UT and 1944 UT the SI-12 images remain active
while the WIC images remain weakly active due to second-
ary electrons. There are north-south features near midnight that
are unseen in the SI-12 images. The keograms for these times
show the SI-12 is in the expansion phase, the latitudinal expan-
sion still occurring. In the final images, at 2020 UT, the WIC
image is nearly retreated into a quiet state. The SI-12 intens-
ity has also decreased significantly. The multi-substorm event
is now in full recovery in both WIC and SI-12. The recovery
phase started near 1945 UT based on figure 3. The WIC power
reaches a quiet state much more quickly than the SI-12 proton
power which does not reach a quiet state for about 90 minutes
more. This is illustrated in figure 4. After reaching a peak of
five times the power, the power ratio drops off as more sec-
ondary electrons are measured by the WIC camera. Once the
SI-12 power begins to decrease, the secondary electron pro-
duction decreases repidly and the WIC power drops to zero.
The ratio climbs rapidly during this point and the time is cut
off at 20 UT as the ratio becomes infinite shortly thereafter.

3. Discussion and Conclusions

Detailed observations have been presented for a multiple
substorm event that clearly show a reduction and depletion
of the LBH electron signature after prolonged substorm activ-
ity. Several breakups have been presented to occur during this
period including both non-IMF and IMF triggered examples.
The power measured by the SI-12 and WIC instruments was
also presented to illustrate the differences in the observed sig-
nals. It is important to note that the calculated power is related
to the intensity of the magnetic local time images.

The event occurring at 1900 UT onwards is a strong proton
event fitting the the substorm description of growth, onset, ex-
pansion and recovery phases. The lack of a primary electron
signature in the LBH band is interesting. However, the precip-
itating protons evoke a secondary electron response in the LBH
range measured by WIC. Figures 3 and 4 clearly illustrate this
point.

In figure 3, the SI-12 power is smaller than the WIC power
starting after the onset of the first substorm. This is also clear
in figure 4. The LBH signal is strong until also 1900 UT while
in the recovery phase of the second substorm. During the re-
covery phase, the proton signature measured by SI-12 remains
high and becomes greater than the WIC power near 1852 UT.
The WIC camera continues to display recovery phase charac-
teristics event as the protons bring to enter into another active
cycle. Figure 3 shows that the power of the SI-12 is higher than
WIC power. The WIC power displayed is contaminated by
secondary electrons elevating the power artificially. Once the
power calculated from SI-12 observations begins to decrease
(beginnings of the recovery phase), the WIC power drops ex-
tremely rapidly as the secondary electron contamination is re-
moved. Figure 4 shows the ratio getting closer to one until such
time as the recovery phase begins and the ratio increases rap-
idly. As the WIC power reaches zero the power calculated from
SI-12 remains above zero for two more hours. This leaves us
with the question: Is this proton event actually a substorm with
a depleted electron signature?
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Several possible explanations may account for some or all of
the depletion of the electrons in the LBH. Perhaps the plasma
source region has been reduced in electrons of the proper ener-
gies to produce an LBH signal. Since the bounce period for
electrons is 1000 times shorter, the electrons deplete faster.
This sets up a parallel electric current due to charge separation.
It may be possible to measure this current during this time and
observe the magnitude of the current. This would provide in-
sight into the behaviour of the electrons in the source region.
Mapping the footprint back into the tail and examining where
the source region is and potentially what L-shell it is on during
the entire multiple-substorm event could provide insight on the
type of source region involved.

Based on the ACE data and the keograms, it could be that
the electron loss cone may not have a chance to completely re-
fill between substorms leaving a fuller proton loss cone later
in the event. Considering B ., if the electron loss cone starts
to fill, at 1642 UT, the first optical signature of precipitation
starts at 1720 UT with the pseudo break and then the non-
IMF triggered substorm. During this time, the magnetosphere
should continue to be loaded. At 1815 UT, the second substorm
occurs. After onset, it appears to continue to load based on B ..
However, if the precipitation has emptied the loss cone signi-
ficantly by this point, the short time period between the second
substorm and the final event may not allow enough loading be-
fore B, remains northward.

The energy of particle precipitation is dissipated in several
ways including heat and light. Due to the prolonged precip-
itation, the atmosphere is being heated. This heating causes
the scale height of the atmosphere to increase. Since electrons
penetrate deeper into the atmosphere than protons due to their
smaller collision frequency. O3 is a major absorber in the LBH
range, therefore with the increase of O at higher altitudes
more of the LBH photons are absorbed.

What has been useful in this event is the determination of the
beginning of the recovery phase based the power of IMAGE-
FUV. Pulkkinen’s paper [10] used the AE to determine the
possible start of the recovery phase. While the AE is taken at
a higher frequency than the IMAGE data, due to lack of mag-
netometers the AE can no longer be calculated with accuracy.
The use of auroral substorm or hemispheric power of the global
images may provide a very good indicator of the start of the re-
covery phase.

Future work may include looking for other examples of pro-
longed events where the proton power calculated from the SI-
12 is greater than the WIC power. If several more of these
events can be identified, what ramifications does this have on
interpreting substorms? Identification of other data sets that
may maybe used in defining ionospheric and auroral beha-
viour will be important. FAST and DMSP may provide particle
measurements in the near Earth environment. Also, gathering
data from downtail sources such as Geotail and Cluster may
give hints to the magnetospheric topology that leads to such
optical auroral observations as this.
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Spatio-temporal dynamics of substorms during
intense geospace storms

J. Chen, A. S. Sharma, and X. Shao

Abstract: The nonlinear dynamical models of the coupled solar wind-magnetosphere system derived from observational
data are used to yield efficient forecasts of the magnetospheric conditions. A correlated database of solar wind and
magnetospheric time series data for the last solar cycle near its peak (year 2001) is compiled and used to model the
magnetospheric dynamics under strong driving. The dynamical models of the magnetosphere during superstorms developed
with this database are used to forecast the geospace storms of October-November 2003 and April 2002, and yields
improved forecasts of the intense storms. A new technique which consider the contributions of the nearest neighbors
weighted by factors inversely proportional to the distances in the reconstructed phase space yields better predictions,
especially during the strongly driven periods. Also the time series data of the distributed observations are used to develop
spatio-temporal dynamics of the magnetosphere using phase space reconstruction techniques. This nonlinear model is used
to study the spatial structure of geomagnetic disturbances during intense geospace storms. The ground magnetometer data
are from the two chains of stations: CANOPUS (13) and IMAGE (26). This new data set, with 1-minute resolution, is
used to study the spatio-temporal structure, including the coupling between the high and mid-latitude regions. From the
point of view of space weather the predictions of the spatial structure are crucial, as it is important to identify the regions

of strong disturbances during intense geospace storms

Key words: Substroms,Nonlinear Dynamics ,Prediction, Space Weather.

1. Introduction

The solar wind-magnetosphere coupling is enhanced when
the interplanetary magnetic field (IMF) turns southward, lead-
ing to geospace storms and substorms. The magnetosphere is
a highly dynamic system under these conditions. The Earth’s
magnetosphere is a non-autonomous dynamical system, driven
by the solar wind. Studies of the magnetospheric dynamics us-
ing models derived from the correlated database of the solar
wind - magnetosphere system have enhanced our understand-
ing of the complex behavior of the magnetosphere. The advant-
age of this approach is the ability to yield the dynamics, inher-
ent in observational data, independent of modeling assump-
tions. There has been considerable progress in the modeling
and forecasting of the solar wind-magnetosphere coupling as
an input-output system by linear and nonlinear approaches.

The linear prediction filter technique was used to obtain the
response time of the magnetosphere from the AL — V B ; data-
base [3][hereafter referred to as the BBMH dataset]. This data-
base spans the period from November 1973 to December 1974
and has 2.5 min resolution. The response functions from this
analysis have been used to interpret how the magnetospheric
response to the solar wind driver with changes in the activ-
ity level, indicating nonlinearity. These response functions ex-
hibited two time scales, corresponding to the directly driven
and loading-unloading processes. The modeling of magneto-
spheric substorms as a low dimensional system using the time
series data of the electrojet indices, AL or AE, to reconstruct its
dynamics has shown its low dimensionality and the nonlinear
nature of the magnetosphere [6] [7] [8] [17]. The reconstruc-
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ted phase space show clear evidence that the dynamical sys-
tem follows a pattern in the reconstructed phase space [9] [10].
This implies that the dynamics of the magnetosphere is pre-
dictable and this recognition has stimulated the study of fore-
casting substorms [18] and storms [14]. Vassiliadis [18] used
the local-linear technique on the BBMH dataset, with the solar
wind convective electric field V B as the input and the AL in-
dex as the output, and obtained good predictions. These predic-
tions gave strong evidence that nonlinear models can be used
to develop accurate and reliable forecasting tools for space
weather. Recent studies using time series data have shown that
the coherence on the global magnetospheric scale can be ob-
tained by averaging over the dynamical scales. A model for
the global features can be obtained by a mean field technique
of averaging outputs corresponding to similar states of the sys-
tem in the reconstructed phase space [12] [13]. With such a
mean-field model, accurate iterative long-term predictions can
be obtained, as the model parameters need not be changed dur-
ing the prediction.

Recently, some dynamical models incorporating the spatial
structure have been studied beyond the global indices. The suc-
cessful standard nonlinear dynamic approach using the AL —
V' B coupling has been generalized to consider the dynamical
evolution of spatial structure of magnetic perturbation. Val-
divia [15] [16] studied and modeled the evolution of the spa-
tial structure of the middle and high latitude current structure
by a set of mid- and high-latitude ground magnetometers dis-
tributed at different longitudes around the Earth, providing the
representation of the effect of the currents at the ground. A 2D
dynamical solar wind driven model for the evolution of the spa-
tial structure of the mid-high latitude magnetic field perturb-
ations was generated from IMAGE chain of magnetometers.
The prediction model gives some new and interesting results.

During April 2002 and October-November 2003, nearly 2
years after the last solar maximum, three extremely big G5
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geospace storms occurred, an extreme geomagnetic storm on
the NOAA space weather scale that runs from G1 to G5. These
three G5 extreme geomagnetic storms were driven by the solar
wind with the southward IMF of -58.3 nT, -32.03 nT and -
53.02 nT, measured by ACE, and these led to the AL index val-
ues of -2778 nT, -1851 nT and -2499 nT, respectively. These
three intense geospace storms provide interesting opportunit-
ies for the study of nonlinear phase space reconstruction under
extreme conditions. In order to model and predict such intense
storms, a correlated database of the solar wind and magneto-
spheric variables of the year 2001, which is close to the peak
period of 11-year solar cycle, was compiled [4].

To study the spatial structure as observed by the latitudinal
chain of magnetometers, CANOPUS and IMAGE, the ground
magnetometer measurements from 26 stations of IMAGE array
and 13 stations of CANOPUS array for year 2002 with resolu-
tion of 1 minutes are compiled. The correlated solar wind input
is V By, as in the earlier studies.

Year 2001 Database

-VBz

1.5x10%  2.0x10%  2.5x10*  30x10%
Time (5 mins)

5.0x10%  1.0x10%

Yeaor 2001 Daotabaose

A UL

2.0x10%  2.5x10%  3.0x10%
Time (5 mins)

Fig. 1. The correlated solar wind induced electric field VB,
(panel a) and the auroral electrojet index AL (panel b) for

81 intense storm intervals during year 2001. The geomagnetic
activity in these intervals during the peak of the last solar cycle is
very high and correspond to strong driving by the solar wind.

2. Correlated Database of Solar Wind-
Magnetosphere Coupling under Strong
Driving

During the period of maximum solar activity, the magneto-
sphere is strongly driven and the year 2001 near the last solar

maximum is chosen for compiling a database for such an epoch.

This database contains solar wind flow speed V, the north-
south component of the IMF B, and the AL index for the 11
months of 2001 (January to November). The solar wind data
for 2001 were compiled for a set of data intervals, each defined
as any continuous data longer than 12 hours with no more than
half-hour data gap. The dataset contains 81 intervals with peri-
ods 12 hours to 3 days long. During January-November 2001,
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there were 81 such data intervals containing 33931 data points
at 5-min resolution, satisfying the above conditions. The cor-
related solar wind induced electric field V' B, and the auroral
electrojet index AL for 81 intense storm intervals during year
2001 are shown on Figure 1. During this period of strong solar
activity, intense substorms and storms were triggered with higher
frequency. If we define a strong geomagnetic storm as having
Dst less than -100 nT, we find that there are 12 such storms
in 2001 compared with 4 such storms in 1995 and 1 in 1996.
Thus the 2001 database is appropriate for studying the prop-
erties of geomagnetic activity during a solar maximum. The
selected 81 events are separated into 3 activity levels by the
average values of V By: medium ((VBs) < 1500 nT km/s),
high (1500 nT km/s < (V Bg) < 2500 nT km/s), and super (
(V Bs) > 2500 nT km/s). To model a specific event, we choose
the corresponding activity level to which it belongs and use it
as a reference database.

During 2002-2003 there were three intense storms, occur-
ring in April 2002, October 2003, and November 2003. The
solar wind data from ACE through CDAWEB and the corres-
ponding geomagnetic field index AL were compiled for these
storms.

The magnetic perturbations from the 39 magnetometers of
IMAGE and CANOPUS of year 2002 are used to visualize and
predict the spatial evolution of the current systems. This data-
base contain solar wind key parameters from ACE and mag-
netic perturbation from ground magnetometers with 1 minute
resolution. We have both the magnetic perturbation H ,, geo-
graphic north, and H, geographic east, of the individual mag-
netometer. A valuebase, defined as the average value of the 15
quietest days in the whole year 2002, is subtracted from each
component at each magnetometer.

We partition the dataset by mapping the magnetometer meas-
urements in the universal time and the magnetic latitude to a
2D grid of magnetic local time and magnetic latitude A [16].
Such mapping is possible because the perturbation is measured
at the different location in the magnetosphere as the Earth ro-
tates.

3. Nonlinear Dynamical Modeling Using
Correlated Data

3.1. Input-Output Modeling of the Magnetosphere

The magnetosphere has been shown to exhibit the features
of a nonlinear dynamical system, and its global features have
been modeled by a few variables [2]. This remarkable property
arises from the inherent property of phase space contraction in
dissipative nonlinear systems. A dynamical input-output model
can be constructed based on local-linear filters, which repres-
ent the relationship between the input I (¢) and the output O(t)
of the system.

The time delay embedding technique is an appropriate method
for the reconstruction of the phase space and for obtaining its
characteristic properties [5] [11]. In this technique, a m com-
ponent phase vector X; is constructed from this time series
x(t) as:

Xi ={z1(ti), w2(ti), - xm(ts) }s (1)
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where z(t;) = x(t; — (k — 1)T) and T is a time delay. If the
embedding procedure is properly performed, the dynamical at-
tractor underlying the observed time series will be completely
unfolded, and the constructed states have one to one corres-
pondence with the states in the original phase space. Appropri-
ate values of the time delay 7" and the embedding dimension
m can be obtained by using techniques such as the average
mutual information and the correlation integral [1].

In an input-output model of the solar wind-magnetosphere
system during substorms, the solar wind convective electric
field V B, is commonly used as the input and the geomagnetic
activity index AL or AE as the output. Thus the input-output
vector in the 2m dimensional embedding space can be con-
structed as

Xi= (i), - Ingy (83), O1(ts), - -, Omap (t4)), ()

where M; = Mo = m. The 2m-dimensional state vector X;
att = t1,ta,- - -tn, can now be used to construct a trajectory
matrix for the dynamics of the system as:

Ii(t1) Ln(t1) O1(t1) - Onl(tr)
X T (:tg) Im ftg) Ol :(tl) . Om:(tl) (3)
Li(tx) Ln(tx) Ou(ty) --- Omltn)

where N is the number of vectors. This NV X 2m matrix con-
tains all the dynamical features of the system contained in the
data and yields its evolution in the reconstructed phase space.

3.2. Local-Linear and Weighted Mean Field Filters

The reconstructed phase space obtained from time series
data has one-to-one correspondence with the states in the ori-
ginal phase space, thus making the prediction of the dynamical
system possible. The main idea of this method is the use of the
trajectories in the neighborhood of the state at time t to predict
its location at the next time step. Knowing how the neighbor-
ing trajectories evolve, the location of the current state x(t) at
next time step ¢ + 1" can be predicted. The procedure is loc-
ally linear but is essentially nonlinear as the features of the
neighboring trajectories are taken into account by considering
a small neighborhood.

Given the current state, the states similar to it in the training
set are selected as the first step. The similarity of the current
state with any other state in the known data, which is referred
to as the training set, is quantified by the Euclidean distance
between them in the embedding space. The states within a spe-
cified distance of the current state are referred to as the nearest
neighbors (/V V). The prediction using the mean field approach
have been used with the correlated BBMH database of solar
wind and geomagnetic activity time series [12] [13].

| NN
1= — 3 X 4
On+1 NN; k )

In the mean field model, all the states in the specified neigh-
borhood, the NN nearest neighbors, were used to obtain the
center of mass by a simple averaging procedure. It is how-
ever the prediction can be improved if the states close to the
current state contribute more than those farther away. Based
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on this recognition, a new filter based on the mean field filter
is proposed to improve the accuracy and efficiency of predic-
tions. This weighted filter takes into account the distance of
the nearest neighbors. a set of weight factors g which depend
inversely on the distances of each nearest neighbor from the
mass center is introduced as

1 1
gk:d_Q/Zﬁ &)

where d; is the Euclidean distance of the ith nearest neighbor
from the center of mass. The predicted output that includes this
weighting of the neighbors is

L NN
Onit = —— 3" X1 0 g, 6
+1 NN; k® gk (6)

The prediction accuracy is quantified by normalized mean
square error (NMSE):

1|1 &
=—,|= 0; — 07)?, 7
=AW ;:1( ) @)
where O; and O} are the observed and predicted data, respect-

ively, and o, is the standard deviation of O;.
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Fig. 2. The weighted mean-field predictions for storms: (a-b):
November 19-26, 2003, (c-d): October 26-November 03, 2003,
and (e-f): April 15-24, 2002. The left panel is V' B,, and the right
panel is the real AL (solid line) and predicted AL (dotted line).
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4. Modeling and Prediction during
Superstorms

4.1. October-November 2003 and April 2002
Superstorms
The weighted mean field filter is used to model the solar

wind-magnetosphere coupling during the superstorms of October-

November 2003 and April 2002. In order to obtain the optimal
nonlinear weighted mean field filter for superstorms, the fol-
lowing steps are adopted. First, the activity level of the solar
wind driving is computed by averaging the southward com-
ponent of V' B.. Then both the input (V' B,) and output (AL) of
the time interval corresponding to the same activity level of the
magnetospheric activity from the 2001 database are selected
as the training set. For these three superstorms, the super level
( (VBs) >2500 nT kmy/s) of the 2001 database is selected.
Second, using all of the selected data interval of input (V B,
) and its corresponding (AL) as a training set, the index AL
is predicted for the superstorms using the weighted mean filter
discussed above. The normalized mean square error (NMSE)
is used to determine the optimal parameters for the prediction
by comparing the predicted and actual AL. In this model, the
time resolution (5 min) of the training set is chosen as the time
delay 7', and the other three free parameters are used to min-
imize the NMSE. The first two parameters are the embedding
dimensions M; and Mo, and as in the previous studies, we
take m = M; = Mo, which determines the vector length in
the phase space to be 2m. The third parameter is the number of
nearest neighbors NN. A wide range of values of these para-
meters are used in the model to obtain the optimal predictions
and these are shown in Figure 2. The solar wind convective
electric filed (—V B,) for these events are shown on Figure 2a,
2c and 2e. There is a sudden enhancement of the solar wind
convective electric field in the early part of these events and
this drives the geospace storms. The predicted and real AL are
plotted in the panels (b), (d) and (f) of Figure 2. The solid lines
represent the real AL and the dotted lines represent the pre-
dicted AL. Iterative predictions of the November 2003 storm
were carried out for 7500 minutes (125 hours) with a minimum
NMSE of 0.792 and the maximum correlation coefficient of
0.758. Also for the predictions of the October 2003 and April
2002 storms, yielded a minimum NMSE of 0.911 and 0.748, a
maximum correlation coefficient of 0.714 and 0.831, respect-
ively. In these figures the model output closely reproduces the
large-scale variations of AL and captures some of the most ab-
rupt changes. Also preceding the AL minima, there are sharp
jumps, corresponding to the abrupt enhancements of the north-
ward IMF. However, the southward IMF is the main driver of
the geomagnetic storms, and it is not clear how well the model
captures the effects of positive IMF enhancements.

In the earlier studies using the BBMH dataset [12] [13] [18],
a major part of the dataset was used as the training set and the
predictions were made for the remainder of the dataset. Con-
sequently there were many similar states in the phase space.
However for the two superstorms of 2003, it is hard to find so
many similar big substorms in the available databases, such as
that of year 2001. The nearest neighbor searches in these cases
yields only a few states close to the superstorms. If we use a
large number of nearest neighbors and a simple arithmetic av-
eraging, the output of the model is smoothed over these and
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cannot capture the peak of the substorms. In such cases the
weight factor g plays an important role and the averaging pro-
cedure yields improved predictions.

4.2. Comparison of Predictions using Bargatze [3] and
Year 2001 databases

In order to compare the predictions using different databases
as the training set, the storms of November 2003 are predicted
using the BBMH database. To highlight the differences clearly,
the periods of quiet and low activity before and after the main
phase of the storms are neglected. The results of the storm of
November 2003 are shown in Figure 3(a). It is clear that the
peaks of AL cannot be predicted, mainly due to the absence of
similar strong substorms in the BBMH database. The overall
predictions have an NMSE of 0.847 and a correlation coef-
ficient of 0.772. The predictions of for the same period using
the year 2001 database and the combined database of year 2001
and BBMH are shown on Figure 3(b) and 3(c), respectively.
A comparison of these predictions, Figure 3(a)-(c), shows the
substantial improvement with the inclusion of the year 2001
database, either as the complete training set or as a part of a
bigger training set. This is clearly due to the presence of many
events in the year 2001 database similar to those in the Novem-
ber 2003 storm. In order to compare the predictability for dif-
ferent segments of the database, the November 2003 event was
separated into smaller segments of 250 min or 50 data points
each. The comparisons of the NMSE for the different segments
are shown in Figure 3(d). It is clear that the NMSE for the data
segments with large values of AL in the 2001 dataset are much
smaller than those of the similar segments in the BBMH data-
set.

The predictions and the NMSE for the storm of April 2002,
a weaker storm compared to the November 2003 storm, are
shown in Figure 4(a)-(c). The predictions are found to be al-
most the same when the three databases, viz. BBMH, year
2001, and the two combined, are used as the training sets. Also
the NMSE values for 250 min intervals are shown in Figure 4
(d), and that NMSE have similar values in most of the seg-
ments.

In the case of the April 2002 storm, all the NMSE values
obtained using different databases are similar, indicating that
the BBMH and the 2001 databases yield similar predictions.
However the 2001 database is a better choice for the October-
November 2003 storms, as the comparisons in Figures 3 and 4
indicate. The remaining quieter periods of the October-Novem-
ber 2003 and the whole of April 2002 storms can be predicted
very well using both the BBMH and Year 2001 databases as
the training sets.

The analysis of the storms with different intensities and us-
ing different databases indicates that the geomagnetic response
during the solar minimum and solar maximum periods have
similar predictability. The 2001 and BBMH databases can thus
be considered to complement each other. The combination of
these two databases under different solar activities provides a
comprehensive database for improved modeling and prediction
of magnetospheric activity under a wide range of solar wind
conditions.
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Fig. 3. The weighted mean field predictions on November 2003
storm using the BBMH, Year 2001 and combined databases. The
solid line is real AL data, dotted line is predicted results. (a)
BBMH database (b) Year 2001 database (c) Combined database
(d) NMSE for 250-minute segments, the solid line represent
BBMH database, dotted line represent Year 2001 database, dashed
line represent combined database.

4.3. Spatial Structure of the High Latitude Magnetic
Perturbations

The latitudinal chain of the magnetometers samples the spa-
tial structure as the Earth rotates. So a full 2D dynamical model,
driven by solar wind, of the spatial structure of the magnetic
perturbations can be constructed. From such a 2D model, with
a proper simultaneous solar wind selection, the localized solar
wind-magnetic perturbation model can be established, and the
prediction of locally region, instead of global indices, can be
estimated.

The ground magnetic perturbations from 26 IMAGE and 13
CANOPUS are used to construct the 2D mapping during the
April 2002 storm time. All of the station measurements are
partitioned in a 2D grid that contains 24 hourly bins in mag-
netic local time and 26 or 13 bins, corresponding to the ground
stations in IMAGE or CANOPUS array. Because of the sim-
ultaneous measurement of each magnetometer with same local
time and different latitude, the high latitude magnetic perturb-
ation can be seen on the average mapping both in magnetic
latitude and local time as:

1 N
<H(§ >=+ ;H(A,ti) (8)

for H, and H, as shown at Figure 5 and Figure 6. Because
the H, and H, are related to the east-west and south-north
components of the current system. The Fig 5(a) and Fig 6(a)
show a clear pattern of the westward and eastward currents
during April 17-21, 2002, corresponding to the negative H , in
the midnight sectors and positive H,, in the noon sectors.

The basic structures of the high latitude magnetic perturb-
ation are shown on these 2D averaged locally measurements.
We are interested in the study this spatial dynamical system by
considering the proper spatially dependent time delay between
the onset solar wind and response of the magnetosphere re-
sponse on different location.
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Fig. 4. The weighted mean field predictions on April 2002 storm
using the BBMH, Year 2001 and Combined databases. The solid
line is real AL data, dotted line is predicted results. (a) BBMH
database (b) Year 2001 database (c) Combined database (d)
NMSE for 250-minute segments, solid line represent BBMH
database, dotted line represent Year 2001 database, dashed line
represent combined database.

5. Conclusion

The modeling of magnetospheric response to strong driving
by the solar wind is important not only for a better understand-
ing of the solar wind - magnetosphere coupling and but also
for developing our capability to forecast extreme conditions.
During the last solar maximum there were many intense geo-
space storms and the existing models had limited success in
forecasting these accurately. In order to develop better mod-
els and improve forecasting capability, a correlated database
of the solar wind and the magnetospheric response is compiled
for the year 2001 during the peak of the last solar cycle. In
this database, the solar wind variable is the induced electric
field and the magnetospheric response is the auroral electrojet
index AL. This database is particularly well-suited for model-
ing using the phase space reconstruction techniques. The mean
field approach to the modeling of the global magnetospheric
dynamics [12] [13] is used to develop nonlinear dynamical
models of the magnetospheric response from the year 2001
database. These predictions are then compared with the models
based on the Bargatze [3] database, corresponding to a solar
minimum period (1973 - 1974). The predictions for the big
storms of October and November 2003 and April 2002 yields
improved forecasts, especially for the intense storms.

The mean field approach has the advantage of yielding it-
erative predictions without having to fix model parameters, in
particular the number of nearest neighbors N N and the dimen-
sion of the embedding space m [12] [13]. However during in-
tense storms the number of similar events is usually small and
this limits the ability to predict big events. In order to improve
the predictability in such situations the mean field approach is
modified by assigning weights to each of the nearest neigh-
bors. These weights are inversely proportional to the square of
the distance and leads to improvements in the predictions. The
forecasting capability of the model is quantified in terms of
a normalized mean square error (NMSE) computed from the
predicted and actual AL values.

The two dimensional high latitude magnetic field perturb-
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Fig. 5. The average value of H, and H, components measured
by IMAGE in both magnetic latitude and local time over April
17-21, 2002.
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Fig. 6. The average value of H, and H, components measured
by CANOPUS in both magnetic latitude and local time over April
17-21, 2002.

ations show the current structure of the magnetosphere. The
solar wind driven model for these spatial variations can be
derived from measurements of ground magnetometer chains
after consider the proper time delay between the solar wind
onset and proper magnetosphere response locations. With this
model, we can study the spatial evolution of the current system
as observed by multiple ground stations, and use it as a space
weather forecasting tool.
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Interpretation of automated forward modeling
parameters for sawtooth events and substorms

M. Connors, R. L. McPherron, and C. R. Clauer

Abstract: Automated Forward Modeling (AFM) is an inversion technique based on magnetic data alone, which can
indicate physical parameters associated with electrojets. From perturbations along a meridian, the total electric current
crossing the meridian may be determined, as well as the latitudes between which it flowed. The technique is based on
nonlinear optimization of the parameters of a forward model. It is possible to compare model output to the original

input to ensure that the routine has functioned well and that output parameters are reliable and presumably have physical
meaning. Characteristic behaviors of substorms are readily seen in modeling output: the current strengthens rapidly and
considerably at an expansive phase onset, following a growth phase during which the electrojet borders move equatorward,
usually with some strengthening of current. At onset the poleward border is often seen to move poleward rapidly.
Poleward border activity may be noted then and also at other times. After an onset, the recovery phase is often marked by
a retreat of the equatorward border, indicating the well-known shrinkage of the auroral oval then. These complete cycles
of activity are absent in sawtooth events. Our output parameters can be diagnostic of onsets and useful in determining
their location and role in sawtooth events. These have many of the characteristics of expansive phase onsets, but maximum
poleward expansion of the poleward border is followed by equatorward movement reminiscent of a growth phase. Since
this is correlated with the interplanetary magnetic field remaining southward, the difference from common expansive phase
phenomenology may simply be the lack of a recovery phase.

Key words: Sawtooth Events, Substorms, Inversion Techniques.

1. Introduction

The complete cycles of growth phase, expansive phase, and
recovery typical of substorms are absent in sawtooth events.
They show many of the characteristics of growth and expans-
ive phases, but maximum poleward expansion of the poleward
border is often immediately followed by equatorward move-
ment reminiscent of a growth phase. We do not directly con-
sider interplanetary magnetic field in this work, but it has been
noted that sawtooth behavior is often correlated with a per-
sistent IMF southward condition. The difference between saw-
tooth behavior and common expansive phase phenomenology
may simply be the lack of a recovery phase due to continued
forcing. Our work in modeling sawtooth events suggests many
similarities to substorms. The most notable difference is that
the currents across the active meridian (usually near midnight)
are rather intense compared to those of typical substorms.

2. Automated Forward Modeling (AFM)

Interpretation of ground magnetic data is difficult, even if
the data come from the same magnetic meridian. Examples of
magnetic data from many locations are common in the liter-
ature, or one may examine the solid lines in Fig. 5 or Fig. 7.
In those figures the X (northward) and Z (downward) com-
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Fig. 1. By varying the current (large horizontal arrow) and
latitudinal boundaries (small vertical arrows) an optimal match of
model results and data can be made and these physical parameters
determined. Field-aligned currents may be included (as shown at
ends of ionospheric current flow region).

ponents of the magnetic field are shown from the six stations
on the Canadian Churchill meridian most relevant to study-
ing auroral zone currents. Automated Forward Modeling pro-
poses a forward model of current systems which could give
rise to the magnetic perturbations observed. The parameters in
that model are varied in such a way that the deviation between
the observed magnetic fields and those predicted by the model
are reduced. In the ideal case, the parameters can be chosen
to correspond to simple physical parameters associated with
the current system. A forward model can be made using the
Biot-Savart law in combination with Earth induction, by spe-
cifying where currents flow in space and the ionosphere [6]
[7]. Adjustment of the parameters specifying the current sys-
tem can be done until the match to the input data is optimal. In
principle, arbitrarily complex current systems may described
in three dimensions in near-Earth space and their parameters
determined. In practice, available magnetic data is sparse and
well-determined solutions can be difficult to obtain.

The optimum situation can be found when data from me-
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Fig. 2. Growth phase and onset of a substorm on June 3 1997.
Upper panel shows the electrojet north and south boundaries as it
traversed the Churchill meridian. Bottom panel shows total current
across the meridian. The growth phase is clear. Subsequent
substorm onset is somewhat unusual in being well poleward of
the region of growth phase currents. However in general this
event is illustrative of the strength of a typical substorm.

ridian chains is available, since in many cases a simple model
involving an electrojet flowing across the meridian chain is
physically realistic, and in this case there is a good ratio of data
available to parameters to be determined. From meridian chain
data a forward modeling procedure can give the current across
the meridian and the latitudes between which it flowed. In this
way the many data points specifying the magnetic perturba-
tions along a meridian can be reduced to three simple para-
meters, which have an easily understood physical significance.
For efficient processing of large amounts of magnetic data, the
matching process can be automated. In the Automated Forward
Modeling (AFM) procedure this is done using the Levenberg-
Marquardt algorithm [9]. A schematic of the variables involved
and the way in which they are varied is shown in Fig. 1. De-
tailed descriptions of the AFM procedure are given elsewhere

(4] [5].

3. Substorms

AFM has been applied on the CANOPUS Churchill me-
ridian (336° mag.; station latitudes shown on graph) to invert
the whole year of 1997. We do not show the input data, but
output initially chosen as to show growth, expansion, and some
dedegree of recovery is shown in Fig. 2. This event from June
3 1997 does show some atypical features deserving followup,

Int. Conf. Substorms-8, 2006

but a strong growth phase is visible from 5.3 UT to 6.0 UT
(between vertical bars). The onset at 6.0 is mainly marked by a
poleward leap of the current, which subsequently strengthens
over about one half hour to 1 MA. This is at the upper end
of what is typical of a substorm: currents usually are below
1 MA, and the latitudinal range expands rapidly to over 10°,
with rapid poleward motion of the poleward border just after
onset. The overal time scale for substorm-associated enhanced
currents is of order one hour.

Extended Churchill Line October 29 2003
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Fig. 3. Superstorm activity on October 29 2003. Upper panel
shows the electrojet north and south boundaries as it traversed the
extended Churchill meridian. Bottom panel shows total current
across the meridian.

4. Superstorm Onset

The “Hallowe’en storm” of October 2003 featured currents
on Oct 29, 2003, which can be regarded as being at the upper
limit of those associated with substorm activity. The electrojets
extended to rather low latitude, so that data had to be used from
an extended Churchill line featuring Cambridge MN (X only),
Boulder, and Tucson. Accurate modeling down to 40 ° mag-
netic latitude was done as shown in Fig. 3. A recognizable
growth phase took place starting at about 5 UT. This is seen
through the steady equatorward motion of the electrojet bound-
aries (upper panel) by about 3 degrees until about 6:15 UT. At
that time, following a possible large impulsive current, the cur-
rent rose steadily and the electrojet poleward border moved
rapidly poleward. By 7 UT, the electrojet was about 15° wide
with nearly 6 MA of current. Other aspects of the onset are
like those of substorms, so this may be regarded as a very large
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substorm onset. This large current may be used for comparison
with that during sawtooth events.

Churchill Line October 04 2000
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Fig. 4. Sawtooth event of October 4 2000. Upper panel shows
the electrojet north and south boundaries as it traversed the
Churchill meridian. Bottom panel shows total current across
the meridian. Vertical lines are onset times deduced from Pi 2
pulsations.

5. Sawtooth Events

The typical signature of sawtooth events as seen in ground
magnetic signatures is recurrent X bays initiated rapidly, like
substorms.

5.1. October 4, 2000 Sawtooth Event

Fig. 5 shows sawtooth bays as the lower trace in each panel
for the sawtooth event of October 4, 2000. The bays are present
in various sizes at the different stations in this data from the
Churchill meridian. Although the sawtooth nature is evident,
examination of the data does not make it very clear what actu-
ally took place in terms of physical parameters. From satellite
observations of energetic particle injections or ground obser-
vations of Pi 2 pulsations, onset times were determined for this
event. Those times are indicated by vertical lines. Fig. 4 shows
the results of AFM inversion of the data presented in Fig. 5.
At times between 3 and 16 UT the scatter in the inversion res-
ults is minimal and they can be considered reliable. The on-
set times determined by other methods are again indicated; at
these times the current strengthens rapidly and the poleward
border moves rapidly poleward, features typical of substorm
onset. Preceding each such onset during the period of reliable
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Fig. 5. Sawtooth event of October 4 2000. Comparison of
observed (solid) and model, with X black and Z gray (X
generally the lower trace, Z generally upper). Vertical lines are
onset times deduced from Pi 2 pulsations.

inversion, there is a growth phase with steady equatorward mo-
tion of the electrojet borders. Rise times for current are similar
to those for substorms, and the repetition period is usually sim-
ilar to that for the rise and decline of substorm total current.
However, the total current across a meridian is generally larger
for sawtooth events than for substorms, in this case up to 2.5
MA. It may be noted that even during the growth phase ana-
logs, currents were at levels of approximately 0.5 MA, that is,
stronger than in many typical substorm expansive phases.

Further examination of Fig. 5 shows the degree to which the
AFM modeling has succeeded in representing the data from the
six magnetic stations by three simple parameters. The X (gen-
erally lower) component data is shown by a solid line, while
the X resulting from the model is shown by discrete points. At
times from O UT to 18 UT the two agree very well. Some care
has to be taken in interpreting this agreement when the per-
turbations are near zero. At such times the geometric paramet-
ers may not be well determined simply since there is basically
no current upon which to base an inversion. Generally, as in-
dicated above, when this happens there will be large scatter in
the electrojet border parameters. However, between 3 and 16
UT both the match to X data and the lack of scatter suggest
an excellent model fit. The Z component is also plotted (gener-
ally the upper trace). Here the fit is generally very good but not
quite as excellent as that for X. This is attributed to the more
rapid variation in Z when a station is near a current source in
the ionosphere. Z can reflect structure in the electrojet which
is not present in the simple model and thus is harder to match
than is X.
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5.2. February 18, 1999 Sawtooth Event

Much as with the previous pair of figures, Fig. 6 and Fig. 7
present modeling results and comparison to data, in this case
for the sawtooth event of February 18, 1999. This event was
recently discussed in detail using magnetic and other sources
of data [3] [8]. Once more it is generally clear when the res-
ults were valid, and the match to data was good for a large
part of the UT day and of the event. The substorm-like pattern
of expansive phase current intensification and poleward mo-
tion of the poleward border is clear, and in most cases a clear
growth phase is seen. Expansive phase analog currents of up
to about 3.5 MA were present, and the growth phase portions
had currents averaging 1 MA, stronger than those of most sub-
storm expansive phases. Once more the comparison of data and
model output is very good, suggesting that the physical para-
meters derived are realistic.

Churchill Line February 18 1999
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Fig. 6. Sawtooth event of February 18, 1999. Upper panel shows
the electrojet north and south boundaries as it traversed the
Churchill meridian. Bottom panel shows total current across

the meridian. Vertical lines are onset times deduced from Pi 2
pulsations.

5.3. November 8, 2004: Sawtooth Event with Optical
Data

Ground optical data was not available for the events de-
scribed above. For an event on November 8, 2004, however,
two meridian scanning photometers in the Churchill meridian
were operative under clear skies. These instruments are located
at the southern end of the chain at Pinawa and near the middle
of the auroral zone at Gillam. The instrument further north at
Rankin Inlet was not returning data on this date. The relative
locations of these stations may be seen in the right hand part
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Fig. 7. Sawtooth event of February 18, 1999. Comparison

of observed (solid) and model, with X black and Z gray (X
generally the lower trace, Z generally upper). Vertical lines are
onset times deduced from Pi 2 pulsations.

of Fig. 2, and their dipole magnetic coordinates read from the
latitude scale. The meridian scan data from Pinawa and Gil-
lam may be stacked timewise (each scan lasts 2 minutes) and
placed one station above the other to cover approximately 1000
km along the meridian. Such keogram data is shown in Fig.
8 for comparison with magnetic inversion results. The latter
must be regarded as preliminary since only Canadian data was
used. Since the electrojets clearly extended rather far south,
well beyond the 60° dipole magnetic latitude of Pinawa, there
was no good constraint at the southern border. In this sense
the predominance of low latitude activity suggested by Fig.
8 is deceptive: so much so that one of the optical plots has
been used to cover some of the inversion results for latitud-
inal borders since they are not highly significant. Nevertheless,
the total currents shown correlate very well with the optical in-
tensifications. Between 5 and 6 UT, the electrojet had extended
very far north and this is borne out by the optical data. At this
time the indication of 6 MA across the meridian is likely quite
accurate. At other times, the overestimation of the electrojet
width leads to an overestimation of the current. However, the
maximal current in this event approaches very closely that of
the Hallowe’en superstorm. In both cases part of the reason for
the large total current was the width of the electojet, allowing
current to be carried over approximately a 20° band of latit-
ude. This is supported in this sawtooth example by the optical
data showing bright aurora extending past the horizons of both
meridian scanning photometers.
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6. Conclusions

Very wide electrojets and large currents are a consistent fea-
ture of the sawtooth events studied, as indicated by modeling
giving good agreement with station data across the Churchill
meridian, and in the last case supported by optical data. In-
dependent studies of related parameters have recently shown
that the degree of dipolarization observed at geosynchronous
orbit is larger for sawtooth events than for substorms in a stat-
istically signficant way [1]. Further, cross polar cap potential
is larger [2]. These results are also consistent with our finding
of very large currents across the modeling meridian. Our stud-
ies use local magnetic perturbations in the auroral zone (ex-
tended equatorward as needed and possible) and largely cor-
respond to the effects of Hall currents in the local ionosphere.
Studies including low-latitude perturbations conclude that the
three-dimensional current system in a sawtooth event is likely
similar to the of the three-dimensional substorm current wedge
(SCW) usually associated with substorm onsets [8] but with a
larger longitudinal extent than is typical of such onsets [8] [3].
We note that AFM can be used in to model SCW systems in a
natural way, and could in principle answer some of the ques-
tions about the low-latitude perturbations, such as unusual D/H
perturbation ratios, which arose from these recent studies.
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Forced current sheets in a flapping magnetotail

C. M. Cully, R. E. Ergun, E. Lucek, A. Eriksson, D. N. Baker, and C. Mouikis

Abstract: In the late growth phase, a thin current sheet often forms in the magnetotail, with a scale size comparable to
the thermal ion gyroradius. This thin current sheet is typically embedded within a much thicker plasma sheet, and often
precedes substorm onset. In that sense, it is the initial condition for reconnection or current disruption. A number of
models have been developed to explain the equilibrium kinetic solution of such a current sheet. One popular model is the
forced current sheet. In this one-dimensional solution, the current is supported by the pressure anisotropy seen in a rapidly
translating deHoffmann-Teller frame. In this paper, we search for forced current sheets in the Cluster data from 2001 (at
~19 Rg apogee). First, we develop a forced current sheet model using typical parameters for the magnetotail, including
flapping motion. Using this model, we identify the observational characteristics of forced current sheets, concentrating

on the DC electric field. We then search for these features in the Cluster data from 2001. Despite searching through
more than 100 encounters with stable current sheets, we were unable to find a suitable example. We conclude that the
relative velocity between the satellites and the deHoffmann-Teller frame is low, except in extremely dynamic situations.
Consequently, forced current sheet models with anisotropy supplied by the deHoffmann-Teller translation are not widely

applicable to the stable magnetotail at ~19 Rg.

Key words: Substorms, magnetotail structure, forced current sheets.

1. Introduction

In the past decades, increasingly sophisticated kinetic simu-
lations have been brought to bear on the fundamental processes
driving substorms. The impact of these codes has been substan-
tial; for example, the “GEM reconnection challenge” [2] has
shaped the way many authors view reconnection. Nonetheless,
the utility of these simulations depends on finding the correct
initial and boundary conditions.

Some simulations are relatively insensitive to the initial con-
ditions. For example, the GEM challenge imposes a rather ex-
treme perturbation at the boundary, which forces the reconnec-
tion to develop in a manner relatively insensitive to the initial
conditions. The reasoning is that these simulations focus on the
basic plasma physics, and the development from initial condi-
tions is not of interest.

The magnetosphere probably doesn’t supply such radical
boundary conditions, and the processes that occur within are
thus more influenced by initial conditions. Several authors have
noted that the magnetotail exhibits hysteresis [15,26], which is
a dramatic example of sensitivity to initial conditions. We feel
that it is important to understand the stable equilibrium of the
magnetotail.

Most simulations use a Harris model [10] for the initial con-
dition. While simple and attractive, the Harris model is one
dimensional and does not include the observed normal com-
ponent of the magnetic field (B ,). Some authors simply add a
constant normal component to construct a field geometry more
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consistent with observations. However, the magnetic tension
force in the resulting configuration is unbalanced, resulting in
a non-equilibrium state.

More complicated equilibrium solutions do exist. One ma-
jor class of equilibrium solutions assumes an isotropic distri-
bution, and allows the plasma parameters to vary across field
lines [13, 18,21,22]. In this paper, we will not focus on these
2-dimensional models.

A second major class of solutions assumes anisotropic dis-
tributions (PH > P, ) at the model boundaries [6-8,12,25,28].
Known as forced current sheet models, this class of solutions
is entirely one-dimensional. In this paper, we try to better un-
derstand the applicability of forced current sheets at Cluster
apogee (~19Rg).

Our first task is to extend some of the numerical simulations
of forced current sheets [6]. One of the key discoveries of the
Cluster mission is extensive spatial structure in the £y direc-
tion, often seen as even-parity (kink-type) oscillations [20,23].
Indeed, since this flapping is what usually causes the satellites
to pass through the current sheet, the vast majority of observa-
tions occur during intervals of flapping. Consequently, the par-
ticular extension we are interested in is this: what happens to a
forced current sheet if wave structure develops in the current-
carrying (+y) direction?

After developing the model, we are in a position to assess
how much forcing is required to drive these models in realistic
circumstances (i.e. how large of an electric field). We then use
this knowledge to search for an example of a forced current
sheet in the Cluster data from 2001.

The first section of this paper is a review of the basics of
forced current sheet models. The second section extends the
models to situations with kink-type structure in the y direction,
and quantifies how much forcing is required. After a brief com-
parison of the required forcing to previously-published average
conditions, we then describe a search for these conditions using
Cluster data from 2001. The results of the search are negative:
we were unable to find an example of a forced current sheet.
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2. Forced Current Sheets

Forced current sheets are sheet configurations in which the
magnetic field is supported by an anisotropic plasma pressure.
There is an extensive literature that discusses these models,
from early work in the 1970’s [12,19] to recent work published
in the past few months [31].

Consider a current sheet in the g direction, with the sheet
normal to Z, as sketched in Figure 1. The resulting magnetic
field reverses sign at z = 0, and there is an additional con-
stant normal component B, (assumed positive). The sheet is
connected at large values of z (both positive and negative) to
a reservoir of particles. Because of the normal component B,
particles may flow along the field lines and interact with the
sheet, either crossing it to flow into the reservoir on the other
side, or reflecting back to the initial reservoir.

Reservoir

i

Reservoir

Fig. 1. Magnetic field configuration and coordinate system. g is
out of the page.

The essential idea for a forced current sheet is that particles
in the reservoirs have a larger parallel pressure than perpendic-
ular pressure. Their parallel velocities are initially to the right
in Figure 1, and are bent back to the left by their interaction
with the sheet. They consequently exert a reaction force on the
sheet in the negative & direction. Equilibrium is achieved when
this force exactly balances the magnetic tension force.

The pressure anisotropy in the reservoir is generally assumed
to arise from one of two conditions. Either the parallel temper-
ature is larger than the perpendicular temperature, or the dis-
tribution flows along the field line with some parallel velocity.
A combination of these two conditions is also possible. Early
formulations tended to focus on the first possibility, while more
recent works [6,25, 28] focus on the second possibility: large
parallel flow. The term “forced current sheet” was coined by
Burkhart et al., and applies principally to this second condi-
tion [6].

Parallel flow might at first seem to be an unlikely candid-
ate to support a quiet-time current sheet, since satellite obser-
vations seldom show the near-Alfvénic flows required. How-
ever, the relevant frame in which to assess the pressures is the
deHoffmann-Teller frame. If the normal magnetic field B, is
small, then a small convection field F, can cause the deHoff-
mann-Teller frame to translate very rapidly in the & direction.
For example, a convection electric field £,=1 mV/m combined
with a constant normal field B,=2 nT creates a deHoffmann-
Teller frame moving at 500 km/s. Near the particle reservoirs

at the edges, this motion is very nearly parallel to B.
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The maximum current that can be generated from an aniso-
tropic distribution is given by the marginal firehose criterion
[12,19]:

B2
5 _p-p (1)
Ho

where both the magnetic field B and the pressures P|| and P,
are taken at the boundary, far from the sheet. The pressures
are functions of both the conditions at the reservoir (which de-
termines the incoming half of the distribution function) and the
current sheet itself (which determines the outgoing half).

In the case where the excess parallel pressure is supplied by
a parallel drift Vp at the boundary, and in the limit of zero pitch
angle scattering by the sheet, the marginal firechose condition
reduces simply to Vp = Vj, the Alfvén speed far from the
sheet. In the other limit, that of perfect isotropization by the
sheet, a larger speed is required: Vp = V3V4 [6].

The drift speed Vp is related to the deHoffmann-Teller speed
Vur by the relation Vp = Vg cos(6), where 6 is the (small)
inclination angle of the asymptotic field § = tan~!(B,/B;)
with B, and B, evaluated at the boundary. The drift is strictly

parallel to B in the deHoffmann-Teller frame, as required by
the condition that the electric field vanish.

The marginal firehose condition is, however, only an upper
bound on the possible current. Numerical simulation [6] has
shown that this maximum current is attained for sufficiently
thin sheets. “Sufficiently thin” in this case can be assessed us-
ing the parameter

o — Rmin (2)

Pmax

where R,iy, is the minimum radius of curvature of the field line
and ppax 1S the maximum Larmor radius of a thermal-energy
ion [4]. In order to reach the marginal firehose limit, £ must be
less than about 0.2 [6]. In this regime, the sheet is sufficiently
thin that the ions execute Speiser-type orbits [29].

For values of x between roughly 0.2 and 0.7, a forced current
sheet still develops, but with a smaller magnetic field (closer to
the lower limit Vp = \/§VA). No solutions have been found
for values of x above 0.7. This condition marks the onset of
deterministic chaos in the particle trajectories [4]. It has been
proposed [6] that no equilibrium solution exists in this chaotic
range x ~ 1, and that a sheet that approaches this condition
may suffer a catastrophic loss of equilibrium.

Assuming a small value of x (< 0.2), the quasi-adiabatic
invariant

1
I,=— %mvzdz (3)
2

is approximately conserved [24]. An elegant analytical model
[25] can be created by explicitly conserving this quantity. This
extends the applicability of the forced current sheet models
into the regime Vp < Vi (with Vi the thermal velocity). This
regime is difficult to access with numerical studies due to poor
signal-to-noise ratio. With the assumption x < 1, the mar-
ginal firehose condition gives the appropriate field magnitude
(not just an upper bound).
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3. Numerical Investigation

The numerical model we chose is an iterative self-consistent
method fundamentally similar to the one used by Burkhart et
al. [5, 6]. The method treats the full motion of the ions, but
treats the electrons as a charge-neutralizing fluid using a simple
Boltzmann approximation. Ions are initially traced through trial
electric and magnetic fields, with the resulting velocity and
density moments calculated on a grid. New fields are then com-
puted using these moments, and the particles are traced through
these new fields. This process is repeated until the fields con-
verge from one iteration to the next (or diverge — see below).

The simulation box in our study is a 256 by 256 element
rectangular domain in the y-z plane. We initialize ions at the
top and bottom edges of the domain according to a drifting
Maxwellian distribution. The drift is parallel to the magnetic
field, as required in the deHoffmann-Teller frame. Particles are
then traced in three dimensions through the simulation box us-
ing the non-relativistic Lorentz force equation. We use a fourth-
order adaptive-stepsize Runge-Kutta integrator, and 20000 to
100000 particles per iteration.

The magnetic field on the first iteration is given by an initial
guess as a hyperbolic tangent with an asymptotic field strength
given by the marginal firehose condition and a constant normal
component B,9. On subsequent iterations, we find the mag-
netic field by

B = VxA+ B,? )
VZA = —pon(y,2)dy, 2) Q)
(6)

where B, is a constant and all other symbols have their usual
meanings. Velocities and densities are computed directly from
the particle distributions at each grid point. Velocities in the x
direction are small, and we do not include them in the calcula-
tion of the magnetic field.

The electric field is initially set to zero. On subsequent iter-
ations, we calculate it by

E - _VQ/) + Ecxtornal (7)

ep(y,z) n(y, 2)
W) m( L ) ®)
©

where T, is the electron temperature and ng is the average
density at the top boundary. The results are relatively inde-
pendent of the electron temperature, as noted previously [6].

Convergence for this method typically takes only a few iter-
ations. It indicates the existence of a time-stationary solution,
but does not guarantee stability. Some of the distribution func-
tions encountered both in this work and in the other forced
current sheet literature are clearly unstable to a variety of in-
stabilities. Assessing this is, however, outside the scope of this
article.

Divergence typically occurs for one of two reasons. First,
when the drift speed is small relative to the thermal speed
(Vp < V), numerical noise becomes a problem. This can be
remedied by simply adding more particles, and has no physical
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relevance. Second, the method diverges when the x parameter
(equation 2) is larger than ~0.7. As discussed above, it seems
likely that no stationary solution can exist in this chaotic range,
in which case the method diverges for physically meaningful
reasons [6].

We report here on two simulation runs. In the first run, we
used a flat sheet with no electric field £, a normal compon-
ent of the magnetic field B,o = 2 nT and a density ng of 0.3
cm~3. The thermal speed of the incoming distribution was 600
km/s (i.e. 1.9 keV), and we varied the (parallel) drift speed up
to 2000 km/s. The asymptotic magnetic field far from the res-
ulting current sheet is shown as the filled circles in Figure 2.

E (mV/m)
0
50 ¢
40 F
e 30¢
£ F
@ 20t
10
0
0 500 1000 1500 2000
Varite KM/S)

Fig. 2. Maximum magnetic field as a function of drift velocity
Vp, for a flat sheet and a sheet with a kink-type wave. Equivalent
electric fields in the 2 nT normal magnetic field are shown on the
upper abscissa.

Setting the electric field to zero puts the simulations in the
deHoffmann-Teller frame. An equivalent simulation was also
performed in the drifting frame, with the drift velocity set to
zero and the external electric field varied. The results of the
two techniques are consistent.

At larger values of the drift velocity Vp, the magnetic field
asymptotes to the marginal firechose limit. However, at more
realistic values of Vp, the finite temperatures of both the ions
and the electrons (7.=400 eV) cause the sheet to thicken. The
wider sheet increases the value of x enough that increased
pitch angle scattering occurs, and the magnetic field is closer to
the strong-scattering limit of 1/+/3 times the marginal firehose
limit.

The second set of simulations used the same parameters, ex-
cept that we introduced an even parity (kink-type) wave struc-
ture into the sheet. The waves were supported by an electric
field

E, = —waB, cos(ky) (10)

with w, a and k the wave frequency, amplitude and wavenum-
ber respectively. This is the induced electric field

VXﬁz—W (11

caused by a changing magnetic field
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Br(yvzvt) =

/
A =

B, (2 (12)
asin(ky — wt) (13)

in the rest frame. The introduced wave had a period of 60
seconds, an amplitude of 500 km and a wavelength of 7500 km.
We implicitly assume here that a stable, non-growing kink-type
mode exists. While observationally reasonable (see section 5),
we cannot verify this stability with the current model.

This induced field is not curl-free, and cannot be transformed
away. That is, no deHoffmann-Teller frame exists under these
conditions. This isn’t a problem in the simulations, since the
physics is independent of the frame, and the simulation frame
can be switched easily. However, since the method is time-
independent there is one restriction on the frame: it must be
co-moving in ¢ with the wave. In the frame moving at ¢ frame =

(w/k)y, an additional electric field E' = Ghame X B arises
from the Galilean transformation. Since the solution in this co-
moving frame is time-independent, the numerical method is
applicable without the need to extend to the time domain.

The numerical technique converges for roughly the same
range of parameters as the flat sheet. Although the familiar
caveats apply regarding the stability of the solution, this means
that we have found an equilibrium solution with a kink-type
wave present. Figure 3 is a pair of contour plots of the con-
verged solution for Vp=2000 km/s. Shown are the density and
velocity. The sheet is roughly 700 km across, with a strong
density peak near the centre. Lower drift speeds result in a
broader sheet (up to twice as thick) with a less-pronounced
density maximum. The velocity enhancement is somewhat wid-
er than the density enhancement. The direction of the velocity
vectors closely follows the kink motion.

The asymptotic magnetic field for this simulation run is plot-
ted using open squares in Figure 2. For the same drift speed, the
structured current sheet does not support as much current. The
reason for this behaviour seems to be that the kinked sheet ran-
domizes the trajectories more than the flat sheet. This widens
out the sheet (by about a factor of 2) and reduces the total cur-
rent.

The goal of these numerical studies is to estimate the min-
imum electric field required to support a forced current sheet
under realistic conditions. Referring to Figure 2, it’s clear that
for a typical 25 nT asymptotic field, the electric field must be
at least 2 mV/m in a sheet with a density of 0.3 cm 3

4. Comparison to published averages

In the satellite frame, the anisotropy required for a forced
current sheet could manifest itself in three different ways. A
large anisotropy in the ion distribution is one fairly obvious
signature. Observationally, however, the required anisotropies
are rarely observed [17,22]. Typical observed anisotropies in
the current sheet are substantially less than 10% [14]. Assum-
ing a typical pressure of 0.2 nPa at 20 R g [14], a 10% aniso-
tropy results in a maximum field strength of only 5 nT (using
the marginal firehose condition). While certainly possible in
extremely dense sheets, or under conditions of unusually large
anisotropy, it seems unlikely that the temperature anisotropy
could frequently support forced current sheets.
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Fig. 4. Cluster magnetic and electric field data from 2001
October 11. Colour coding is black, red, green, magenta for
Cluster satellites 1 through 4 respectively (see panel 3).

A second possibility is that the anisotropy could manifest
itself as a bulk flow in the spacecraft frame. With typical bulk
flows less than 50 km/s [14], this translates to no more than a
few nT.

The final possibility is that the deHoffmann-Teller frame is
translating rapidly with respect to the spacecraft frame. Typical
electric fields are roughly 0.2 mV/m [30], which when coupled
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with a normal magnetic field of some 2 nT results in a 100 km/s
drift. Again using typical parameters, this yields only a +5 nT
asymptotic magnetic field.

From the statistical observations, it seems fair to conclude
that the average magnetotail is not described by a forced cur-
rent sheet model. On the other hand, thin current sheets are not
“statistically average” events. Indeed, large anisotropies have
occasionally been observed prior to substorm onset [16]. Con-
sequently, we decided to re-examine the observations to search
for forced current sheets.

5. Case study

Figure 4 shows Cluster observations of a stable current sheet
encounter on October 11" 2001, immediately prior to a sub-
storm. The top three panels display the magnetic field from the
FGM fluxgate magnetometer [1] in a coordinate system chosen
to match the simulation coordinates. The current sheet normal
z was found at each data point as the gradient [11] in the mag-
netic field strength. The coordinate system for Figure 4 uses
the average 2 direction, and & was found by rotating about this
axis to maximize the field in  and minimize the field in y.

Between 0310 UT and 0320 UT, there are strong waves that
rotate the sheet normal Z by roughly 60 degrees. The mode is
largely even parity (kink-type), as evidenced by the fact that
the oscillations at C3 remain in phase even when B, is negat-
ive (i.e. the satellite is on the opposite side of the sheet). Tim-
ing analysis on the oscillations gives a phase velocity of ~120
km/s in the ¢ direction. With the 60 second period, this gives a
wavelength of 7200 km. Using this wavelength, the 60 degree
rotation of Z implies an amplitude of 500 km.

The amplitude can be independently verified by noting the
satellite separation in z. Cluster 3 is lowest in z, followed by
C4, then C2, and C1 is highest. The relative z separations are
893 km, 1061 km and 1986 km respectively. Since the top of
the C3 trace barely overlaps with the C2 and C4 traces, which
in turn barely overlap with the Cl1 trace, the amplitude must
be roughly half the separation distance, or ~500 km. The em-
bedded sheet thickness can also be estimated in this manner as
something like 2500 km.

At 0325 UT, the current sheet begins to rapidly break up. On
the ground, there is evidence of a pseudobreakup at this time;
the main substorm follows after that. For this study, however,
we’re interested more in the interval before this happens.

The bottom two panels show the electric field from the Cluster
EFW double-probe electric field instrument [9] in the same ro-
tated coordinate system. Cluster EFW only measures in two
dimensions: roughly Z and y. To project to this system, we
have assumed zero electric field along the unmeasured axis.
An offset has also been subtracted from the sunward direction
(~ ).

As a check on the assumption that the unmeasured compon-
ent is roughly zero, we tried determining it using the constraint
E - B = 0. This yielded similar results, except when B was
near the spin plane (in which case this second method has a
well known divide-by-zero failure).

There is a clear oscillation in E,. It has the same period as
the magnetic kink-mode oscillations, but is 90 degrees out of
phase. Applying equation 10, the induced electric field in the
y direction should be ~ 0.2 mV/m for kink-mode oscillations
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with the characteristics found above, and should be 90 degrees
out of phase. Consequently, we interpret these oscillations as
resulting from the same even-parity perturbation to the sheet.

In summary, kink-type waves are clearly seen, and the elec-
tric field measurements resolve the ~ 0.2 mV/m fields from
this motion. What is notably lacking, however, is any evidence
of a strong DC electric field. The field is much less than the > 2
mV/m that would be required for this to be a forced current
sheet. There is also little anisotropy in the particle measure-
ments (not shown). This is clearly not an example of a forced
current sheet.

6. Event search

We tried to find an example of a stable forced current sheet
driven by DC electric fields in the 2001 Cluster data. Based on
the results shown in Figure 2, the required electric field is

10.3cm=3 [ B,
E, Z (2mV/m) — <2nT) .

In order to include as many events as possible, we looked for
stable sheets that had I, greater than half this value. Despite
looking at more than 100 stable current sheets, no events were
found.

There were certainly intervals in the Cluster data when
exceeded this threshold. However, these were invariably in ex-
tremely dynamic, unstable current sheets. The portion of the
event shown in Figure 4 after 0325 UT is an example.

(14)

7. Conclusions

We used an iterative self-consistent method to find a station-
ary solution for a forced current sheet with a kink-type wave.
This is the first report of this type of solution. The solution
is similar in many ways to the solution for a flat forced cur-
rent sheet, except that the sheet is considerably thicker. This
thicker sheet translates into a reduced efficiency for converting
the pressure anisotropy into an organized current.

We estimated the electric field required to establish a forced
current sheet with equal parallel and perpendicular pressures in
the satellite frame. The result was quite large: at least 2 mV/m
in typical sheets.

We then searched the Cluster data for 2001 for an example of
a stable forced current sheet supported by a DC electric field,
either with or without kink-type structure. Our failure to find
an example means that the relative velocity between the satel-
lite frame and the deHoffmann-Teller frame is low, except in
extremely dynamic situations. We conclude that forced current
sheet models (with anisotropy supplied by the deHoffmann-
Teller translation) are not widely applicable to the stable mag-
netotail at ~19 Rg.

This does not mean that these models are never applicable.
However, it does restrict their domain. First, they could be use-
ful in very dynamic situations with large DC electric fields.
This is an important class of phenomena including reconnec-
tion outflow regions and bursty bulk flows. Second, periods of
unusually large pressure anisotropy do exist. A follow-on study
searching for such events would be worthwhile.

(©2006 ICS-8 Canada



48

8.

cu

Acknowledgments

We thank Melvyn Goldstein for PEACE data and useful dis-
ssions. The FGM data were accessed through the Cluster

Active Archive. This work was supported by THEMIS (Time

History of Events and Macroscale Interactions during Substorms).

References

1.

10.

11.

12.

13.

14.

Balogh, A., Carr, C.M., Acufia, M.H., Dunlop, M.W., Beek, T.J.,
Brown, P., Fornacon, K.-H., Georgescu, E., Glassmeier, K.-H.,
Harris, J., Musmann, G., Oddy, T., and Schwingenschuh, K., The
Cluster Magnetic Field Investigation: overview of in-flight per-
formance and initial results, Ann. Geophysicae, 19, 1207-1217,
2001.

Birn, J., Drake, J.F,, Shay, M.A., Rogers, B.N., Denton, R.E.,
Hesse, M., Kuznetsova, M., Ma, Z.W., Bhattacharjee, A., Otto,
A., and Pritchett, PL., Geospace Environmental Modeling
(GEM) magnetic reconnection challenge, J. Geophys. Res., 106,
3715-19, 2001.

Birn, J., Galsgaard, K., Hesse, M., Hoshino, M., Huba, J.,
Lapenta, G., Pritchett, P.L., Schindler, K., Yin, L., Biichner, J.,
Neukirch, T., and Priest, E.R., Forced magnetic reconnection,
Geophys. Res. Lett., 32,1.06105, 2005.

Biichner, J., and Zelenyi, L., Regular and chaotic charged
particle motion in magnetotaillike field reversals 1. Basic theory
of trapped motion, J. Geophys. Res., 94, 11,821-11,842, 1989.
Burkhart, G.R., Drake, J.F., and Chen, J., The structure of the
dissipation region during magnetic reconnection in collisionless
plasma, J. Geophys. Res., 96, 11,539-53, 1991.

Burkhart, G.R., Drake, J.F., Dusenbery, P.B., and Speiser, T.W.,
A particle model for magnetotail neutral sheet equilibria, J. Geo-
phys. Res., 97, 13,799-815, 1992.

Eastwood, J.W., Consistency of fields and particle motion in the
Speiser model of the current sheet, Planet. Space Sci., 20, 1555,
1972.

Eastwood, J.W., The warm current sheet model, and its implica-
tions on the temporal behaviour of the geomagnetic tail, Planet.
Space Sci., 22, 1641, 1974.

Gustafsson, G., Bostrom, R., Holback, B., Holmgren, G., Lun-
dgren, A., Stasiewicz, K., Ahlén, L., Mozer, F.S., Pankow, D.,
Harvey, P., Berg, P., Ulrich, R., Pedersen, A., Schmidt, R., But-
ler, A., Fransen, A.W.C., Klinge, D., Thomsen, M., Filthammar,
C.-G., Lindqvist, P.-A., Christenson, S., Holtet, J., Lybekk, B.,
Sten, T.A., Tanskanen, P., Lappalainen, K., and Wygant, J., The
electric field and wave experiment for the Cluster mission, Space
Science Reviews, 79, n 1-2, 137-56, 1997.

Harris, E.G., On a plasma sheet separating regions of oppositely
directed magnetic fields, Nuevo Cimento, 23, 115, 1962.
Harvey, C.C., Spatial gradients and the volumetric tensor,
in Analysis Methods for Multispacecraft Data, edited by
G. Paschmann and P.W. Daly, 307-322, ISSI, Bern, 1998.

Hill, T.W., Magnetic merging in a collisionless plasma, J. Geo-
phys. Res., 80, 4689, 1975.

Kan, J.R., On the structure of the magnetotail current sheet, J.
Geophys. Res., 78,3773, 1973.

Kaufmann, R.L., Paterson, W.R., Frank, L.A., Relationships
between the ion flow speed, magnetic flux transport rate, and
other plasma sheet parameters, J. Geophys. Res., 110, A09216,
2005.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

Int. Conf. Substorms-8, 2006

Klimas, A.J., Uritsky, V.M., Vassiliadis, D., Baker, D.N., Re-
connection and scale-free avalanching in a driven current-sheet
model, J. Geophys. Res., 109, A02218, 2004.

LeContel, O., Perraut, S., Roux, A., Pellat, R., and Korth, A.,
Substorms in the inner plasma sheet, Adv. Space Res., 25, 2395—
2406, 2000.

Notzel, A., Schindler, K., and Birn, J., On the cause of the ap-
proximate pressure isotropy in the quiet near-Earth plasma sheet,
J. Geophys. Res., 90, 8293-300, 1985.

Pritchett, PL., and Coroniti, F.V., Formation of thin current
sheets during plasma sheet convection, J. Geophys. Res., 100,
23,551-65, 1995.

Rich, EJ., Vasyliunas, V.M., and Wolf, R.A., On the balance of
stresses in the plasma sheet, J. Geophys. Res., 77, 4670, 1972.
Runov, A., Nakamura, R., Baumjohann, W., Zhang, T.L., Vol-
werk, M., and Eichelberger, H.-U, Cluster observation of a bi-
furcated current sheet, Geophys. Res. Lett., 30, 1036, 2003.
Schindler, K., Pfirsch, D., and Wobig, H., Stability of two-
dimensional collison-free plasmas, Plasma Phys., 15, 1165,
1973.

Schindler, K., and Birn, J., Models of two-dimensional embed-
ded thin current sheets from Vlasov theory, J. Geophys. Res.,
107, 1193, 2002.

Sergeev, V., Runov, A., Baumjohann, W., Nakamura, R., Zhang,
T.L., Volwerk, M., Balogh, A., Reéme, H., Sauvaud, J.A., André,
M., and Klecker, B., Current sheet flapping motion and structure
observed by Cluster, Geophys. Res. Lett., 30, 1327, 2003.
Sonnerup, B.U.O., Adiabatic particle orbits in a magnetic null
sheet, J. Geophys. Res., 76, 8211, 1971.

Sitnov, M.I,, Zelenyi, L.M., Malova, H.V., and Sharma, A.S.,
Thin current sheet embedded within a thicker plasma sheet: self-
consistent kinetic theory, J. Geophys. Res., 105, 13029-43, 2000.
Sitnov, M.L., Sharma, A.S., Papadopoulos, K., and Vassiliadis,
D., Modeling substorm dynamics of the magnetosphere: From
self-organization and self-organized criticality to nonequilibrium
phase transitions, Physical Review E - Statistical, Nonlinear, and
Soft Matter Physics, 65,016116, 2001.

Sitnov, M.1., Guzdar, P.N., and Swisdak, M., A model of the bi-
furcated current sheet, Geophys. Res. Lett., 30, 1712, 2003.
Sitnov, M.1., Lui, A.T.Y., Guzdar, P.N., and Yoon, P.H., Current-
driven instabilities in forced current sheets, J. Geophys. Res.,
109, A03205, 2004.

Speiser, T.W., Particle trajectories in model current sheets, 1,
Analytical solutions, J. Geophys. Res., 70,4219, 1965.

Wang, C-P, Lyons, L.R., Weygand, J.M., Nagai, T., and
McEntire, R.W., Equatorial distributions of the plasma sheet
ions, their electric and magnetic drifts, and magnetic fields un-
der different interplanetary magnetic field B, conditions, J. Geo-
phys. Res., 111, A04215, 2006.

Zelenyi, L.M., Malova, H.V., Popov, V.Y., Delcourt, D.C.,
Ganushkina, N.Y., and Sharma, A.S., “Matreshka” model of
multilayered current sheet, Geophys. Res. Lett., 33, L05105,
2006.

(©2006 ICS-8 Canada



49

Nonlinear stability of the near-earth plasma sheet

during substorms

P. Dobias, J. A. Wanliss, and J. C. Samson

Abstract: We analyze a nonlinear stability of the near-Earth plasma sheet via a Grad-Shafranov equilibrium constrained
by CANOPUS data. Using a stability analysis based on comparison of various orders in a Taylor expansion of the
potential energy density, we demonstrate that an occurrence of field line resonances followed by a development of a
Kelvin-Helmbholtz instability at about 10 Re causes the near-Earth plasma sheet to become unstable minutes before the

onset.

Key words: Substorms, Kelvin-Helmholtz, Ballooning.

1. Introduction

In the present work we address a nonlinear stability of the
near-Earth plasma sheet during the substorm onset assuming
a presence of the Kelvin-Helmholz (KH) instability. [12] out-
line a possible sequence of events that take place during the
substorm expansion phase. This sequence assumes the initi-
ation of the expansion phase near Earth. While there are other
opinions we believe that the near-Earth initiation provides the
simplest explanation for the observed sequence of events [8].

We use a stability analysis approach suggested by [9], im-
proved further by [4]. This stability method can be summar-
ized as follows. A plasma equilibrium is modeled using the
Grad-Shafranov equation constrained by CANOPUS observa-
tions [4] to ensure that our tested configurations are relevant
for the substorm event being analyzed. We are not modeling
a transition between equilibrium states, rather, we calculate
each configuration as a separate equilibrium based on obser-
vations. In the second step we define plasma plasma perturba-
tion in the form of a displacement connecting Lagrangian and
Eulerian description &(z,t) = « + &(x,t). All other per-
turbed quantities are expressed in terms of the displacement.
Then this plasma displacement is used to calculate expansion
terms in the potential energy density. Comparison of the terms
yields the stability properties of the system [9]. If the second
order term is dominant, the system is well described by lin-
ear approximation. If the third order is dominant, the system
is explosively unstable [9, 7]. The dominant fourth order term
means that the system is nonlinearly stable [7]. This method
allows us to estimate a possible maximum growth of the in-
stability before it is saturated by nonlinear effects [5].

The above method is then used to analyze the nonlinear sta-
bility of the near-Earth plasma sheet during the February 9,
1995 substorm. We extend previous work of [6] by consid-
ering a possible development of Kelvin-Helmholtz instabilit-
ies due to a strong velocity shear caused by field line reson-
ances [14]. We analyze changes of the stability properties of
the plasma sheet due to the presence of a vortex, and also dis-
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cuss a possible influence of the stability on the further devel-
opment of this vortex. Our stability analysis is based on the
ideal MHD, and it does not include influences of various other
factors such as diffusion, Larmor radius effects, or azimuthal
pressure gradient.

2. Equilibrium Magnetospheric Model

For the stability analysis we use a Grad-Shafranov equilib-
rium in the form [12]

w,o):%MiW[Hl;a(}g_x)ng(é)j. )

The radius r, polar angle 6, and azimuthal angle ¢ are spher-
ical coordinates. M is the dipolar moment, and o and R x are
parameters characterizing pressure gradient and position of the
X line. The solution (1) is a reasonable approximation as far as
the position of the x-line, but breaks down at large distances. Its
advantage is that it allows a relatively simple correlation with
experimental observations via adjustment of the two paramet-
ers « and Rx using a position of the proton isotropy bound-
ary and the position of the red emissions obtained from CAN-
OPUS ground based observations [16, 17].

We use the distribution of auroral luminosity, from meridian
scanning photometer data, to gain information about the nature
and location of various plasma boundaries in the magnetotail.
As shown previously by [16] and [17] meridian scanning pho-
tometers are excellent tools for investigating precipitation of
charged particles in the auroral ionosphere and can quite easily
be used to constrain magnetospheric magnetic field models.

The idea that we exploit in this paper relies on nonconserva-
tion of the first adiabatic invariant when magnetic field vari-
ations occur on the scale of a particle gyroradius. A meas-
ure of nonconservation is determined by the square root of
the ratio of the magnetic field line radius of curvature to the
particle gyroradius [2]. Theoretical effort by [18] suggests that
the transition between the taillike and dipolelike field configur-
ations occurs where the above ratio equals 3. In addition to the
need for a magnetic field model, one can only find these loca-
tions if the energy of the precipitating particles is known. In the
present work, the energies of the precipitating particles are de-
termined directly from the equilibrium magnetotail model and
are not a free parameter.
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A new constraint is obtained from the model in that one of
the model parameters is directly related to the location of the
last closed magnetic field line. This boundary can also be ob-
tained from ground-based photometer data [1]. They demon-
strated that the poleward border of 630.0 nm optical emissions
is very close to the transition between open and closed field
lines in the dusk-midnight sector. In this present paper we fol-
low the same methodology to determine the ionospheric loca-
tion of the last closed magnetic field line.

Once an event has been selected for analysis, we calculate
the equatorward edge of the 486.1 nm proton aurora, and the
poleward edge of the 630.0 nm electron aurora as described
above. The two free parameters in the magnetic field model
are varied via the Levenburg-Marquardt nonlinear optimiza-
tion method to minimize the sum of the square of the error
between the model boundaries and the boundaries obtained
from the photometer data.

We analyze the stability of the near-Earth plasma sheet dur-
ing the February 9, 1995 event. The substorm onset occurred
approximately at 4:37 UT, with the first weak disturbances ap-
pearing between 4:30 and 4:35 UT [6]. We performed stability
tests for three times around the onset. The first stability test
was performed at 4:30 UT, just before any significant disturb-
ances started occurring. The second test was performed for the
4:35 UT configuration, at the time just prior to onset. The last
test we have performed corresponded to the beginning of the
recovery phase at 4:40 UT. The last test was performed to in-
vestigate changes of energy balance that the onset might have
caused. Plasma pressure and magnetic field calculated in the
equatorial plane are shown in Figures 1 and 2. The pressure
gradient increases and the region of maximum pressure is mov-
ing earthward. The value of plasma 3 at 10 Re is 14 for the
4:30UT, later it increases to 40 for 4:35 UT, and then drops to
10 for 4:40 UT configuration. The magnetic field lines are be-
ing stretched, this is marked by a drop of magnetic field in the
near-Earth region.

8 ==+ 4:30UT ||
— 4:35UT
6 ‘== 4:40UT |
©
o
c 4 -
2 -
0
5 15 20

Fig. 1. Plasma pressure in the equatorial plane for 4:30, 4:35 and
4:40 UT configurations.

3. Plasma Displacement for K-H Instability

To perform the stability analysis we needed to choose is
the specific form of plasma displacement. Here we extend the
work of [6] where the authors assumed the plasma displace-
ment corresponding to field line resonances,and have conclus-
ively shown that approximately 2 minutes prior to onset the
plasma sheet becomes nonlinearly unstable. [14] showed that
a presence of the 180°-phase shift in the velocity will lead to
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Fig. 2. Magnetic field in the equatorial plane for 4:30, 4:35 and
4:40 UT configurations. Dotted line shows dipolar field for the
reference.

a development of the Kelvin-Helmholtz instability, that can be
further coupled to a ballooning modes. Therefore in this paper
we study the influence of the development of K-H instability
on the overall stability of the near-earth plasma sheet.

We assume azimuthal symmetry for our analysis, and per-
formed the stability analysis around 10 R g, in the region where
FLRs are likely to occur [12]. This location further corresponds
to a possible location of the processes responsible for forming
the breakup arc [13]. The development of the K-H instability
along the azimuthal position of the resonance will have a two
fold effect on the dynamics of the displacement. First, it will
increase the gradient of the plasma displacement due to devel-
opment of a vortex structure. The second effect of the wrapping
is the limitation of the growth of the magnitude of the displace-
ment. If the K-H instability is coupled to a ballooning type in-
stability the growth can continue as the shear flow-ballooning
instability [14].

We use a fluid approximation to model development of the
K-H instability. This is justified by the fact that our analysis
is restricted to the equatorial plane where the magnetic field
is perpendicular to the velocity field and thus there is no wrap-
ping of magnetic field lines present. To model the K-H instabil-
ity into its nonlinear stage we use a semi-analytical approach
first presented by [10]. It is based on approximating the sur-
face of discontinuity by a series of elementary vortices. Figure
3 shows development of the surface of discontinuity including
the direction of velocity vectors. The distance in x and y direc-
tions is normalized in terms of wavelength A of the instability.
The wrapping of the surface of discontinuity is clearly visible
at the later stages of the development. The magnitude of the
displacement is approximately 0.2\. The ambient velocity is
scaled as 1.

Once we calculate temporal development of the K-H vortex,
we are ready to model coupling between FLR’s and the K-H
instability. For simplicity, we can assume that the resonance
introduces the velocity shear +|uprr| along the azimuthal
direction. Since we are dealing with the dynamics close to the
midnight plane, we can approximate the plasma sheet by a box
model, with positive x in the tailward direction and y in the
azimuthal direction. Then the surface of discontinuity is in the
y-direction at the position of resonance, = ,.. The necessary ra-
dial perturbation is introduced by the resonance itself.
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Fig. 3. Development of the Kelvin-Helmholtz instability in the
equatorial plane.

4. Results of Stability Analysis

We assumed that K-H instability developed as a consequence
to the preexisting FLR around 10 Rg. We started with the mag-
nitude of the resonance at 0.75 Rg. The magnitude of the dis-
placement defines the magnitude of the velocity shear. Then
we assumed that there is a perturbation in the radial direction
that will initiate vortex development (Fig. 3). For the stability
analysis we have chosen stages a,c, and d of the vortex. Then
we repeated tests with the initial magnitude of the FLR at 1 Rg.
Presence of the K-H instability leads to broadening of the dis-
turbed region, propagating the perturbation further away from
the resonance site. The initial setting (magnitude of resonance
0.75 Rg) ensures that the initial energy density is in the linear
regime. Just as in the case of a pure FLR type of displacement,
for the 4:30 UT configuration the dominance of the second or-
der was followed directly by the dominance of the fourth order
term as the vortex development progresses. It means that any
instability growth will be saturated due to nonlinear effects.
For the initial magnitude of the displacement at 1 Rg we ob-
tained similar results, with the difference that the fourth order
term was dominant from the onset of the K-H instability.

For the 4:35 UT configuration starting with the initial mag-
nitude of the FLR’s at 0.75 R, ensures the initial energy dens-
ity to be in the linear regime (dominant second order term).
However, even for the initial stages of the K-H instability, the
third order term is much more important than for the pure
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resonance-type displacement. Further development of the vor-
tex leads to a strong dominance of the third order term. This
means that the presence of the vortex further destabilizes the
near-Earth plasma sheet. For the initial magnitude of the res-
onance of 1 Ry, even the initial stages of the vortex develop-
ment lead to a dominant third order term in the energy density.
We obtained the strongest dominance of the third order term
for stage (c) (Fig. 3) of the vortex development. Further wrap-
ping of the vortex leads to dominance by the fourth order term
which means that it provides a stabilizing effect on the system.

The results of the analysis of the 4:40 UT configuration were
analogical to the results at later growth phase. The initially
dominant second order term for early stages of the vortex de-
velopment are followed by the dominance of the fourth order
term. This confirms that at this stage the excess energy was
already released and the system is back in the lower energy
state.

Figure 4 shows results for the magnitude of the resonance set
at 0.75 Ry, for the most unstable stage of the vortex (Fig. 3c)
for all four configurations. The cross-section is taken through
the region of maximum gradient in the velocity. Parts (a) and
(c), corresponding to 4:30 UT and 4:40 UT configurations re-
spectively, show stable behavior (dominant 4th order term).
Part (b), corresponding to 4:35 UT configuration is explos-
ively unstable. For this configuration, the third order term is
dominant. Thus, around 4:35 UT, just minutes prior the on-
set, the near Earth plasma sheet became explosively unstable,
while during growth phase and the recovery phase the near-
Earth plasma sheet was nonlinearly stable.

Since the K-H instability does not extract potential energy,
and only redistributes the kinetic energy, the presence of the
K-H instability alone is not able to explain the energy recon-
figuration in the near-Earth plasma sheet. Note in Fig. 3, that
the presence of vortex wrapping leads to a saturation of the
magnitude of the displacement. [14] proposed that a coupling
between K-H and ballooning modes could lead to a growth of
the vortex and thus to reconfiguration of the energy in the re-
gion.

To test the effect of this scenario on the change in the stabil-
ity properties, we have assumed an increase in the size of the
vortex, and calculated the energy density for such configura-
tions. Fig. 5 shows energy density terms for a vortex that grows
to twice its original size. Parts a) and b) corresponds to vortex
sizes of 1 Rg and 2 Rg. As the vortex grows, the fourth order
term in energy becomes dominant, suggesting nonlinear satur-
ation of the instability. This result agrees with the scenario of
reconfiguration of energy due to K-H ballooning coupling and
is consistent with the computational model of the shear-flow
ballooning instabilities and observations of auroral arcs in [14]
and [15].

To summarize, the development of the K-H instability from
the velocity shear due to field line resonance provided similar
stability properties for various stages of the Feb. 9, 1995 sub-
storm as did the field line resonance alone. This suggests that
these general stability results are not dependent on the type of
the displacement, and any realistic displacement yields to the
explosively unstable near-Earth plasma sheet minutes prior to
the onset while it remained stable during the most of the growth
phase.
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Fig. 4. Potential energy density in the case of a Kelvin-Helmholtz

instability in the equatorial plane. The magnitude of the initial
FLR was 0.75 Re.

5. Conclusions

We improved previous stability analysis by including a pos-
sibility of the development of a Kelvin-Helmholtz vortex in
the system and analyzing its influence on the stability of the
system. Our results suggest that during the stable state of a
substorm the presence of the K-H vortex does not influence
the general stability of the system. Since there is no available
free energy, such a vortex must be saturated. In the case of un-
stable configuration during the onset, the presence of the K-H
instability can cause a faster initiation of the explosive instabil-
ity due to enhanced gradients in plasma displacement. How-
ever, we need to note that the K-H instability can be initiated
in the presence of any shear in velocity and does not have to
be tied to the presence of FLRs. On the other hand, if there is
resonance present, it is likely that the K-H instability will ap-
pear. We can conclude that for the studied event, the transition
between stable and unstable configurations corresponds to the
time of onset no matter what the displacement is. The K-H in-
stability alone cannot extract potential energy from the system.
It only transforms different forms of kinetic energy. Therefore,
we have also investigated what happens if the vortex grows due
to coupling with ballooning modes. It appears that the growth
of the vortex might eventually lead to reconfiguration of the
energy and the saturation of the instability.
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Fig. 5. Potential energy density for the 4:35 UT configuration for
the K-H ballooning type of the displacement.
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The azimuthal evolution of the substorm expansive

phase onset aurora

E. Donovan, S. Mende, B. Jackel, M. Syrjasuo, M. Meurant, I. Voronkov, H. U. Frey, V.

Angelopoulos, and M. Connors

Abstract: We use data from two white light All-Sky Imagers, deployed as part of the THEMIS Ground-Based Observatory
program, to explore the azimuthal evolution of the breakup aurora during a pseudobreakup that occurred on November

28, 2005. We find that this breakup occurred on a pre-existing auroral arc. It began with a brightening that formed on an
extended region along the arc, and consisted of eastward propagating beads with a wavelength of ~100 km. During the
five minutes following the breakup, a second pre-existing arc that was poleward of the first remained undisturbed. The
initial azimuthally extended region of enhanced brightness along the arc did not expand further for at least two minutes,
after which it expanded rapidly along the arc. From these observations, we conclude that the breakup in this event
corresponds to Current Disruption in the inner magnetosphere caused by an instability that creates azimuthally propagating
waves and that is not triggered by a fast Earthward flow.

1. Introduction

Identifying the macroscale instability responsible for sub-
storm expansive phase onset is an important goal in space phys-
ics. Bringing closure to this question has been the motivation
for numerous, theoretical, simulation, and observational event
and statistical studies over the years. We now understand that
both reconnection in the mid-tail and current disruption in the
inner magnetosphere occur as integral parts of the substorm,
but their interrelationship and in particular whether one starts
and then sets in motion a sequence of events that leads to the
other is not currently understood [2, 7, 8]. Careful examination
of coordinated in situ and ground observations have provided
perhaps the best insights in this direction (see e.g., [13, 9]),
however it has become clear that although the expansive phase
onset unfolds very rapidly, the data with which we are able to
address these questions is fundamentally limited in its spatio-
temporal coverage and resolution.

In general, substorm event studies are predicated on the idea
that the correct combination of solar wind, in situ, and remote
sensing of the ionospheric electrodynamics from the ground
and space would be able to provide sufficient information to
rule out some proposed onset mechanisms and provide con-
straints for models and simulations used to explore mechan-
isms that are still viable. For example, the typical substorm
breakup arc is embedded in the bright proton aurora which
maps to the transition between tail-like and dipolar field lines
[12, 3, 4], most often in the region between geosynchronous
orbit and L~10Re. We also understand that the breakup, sub-
storm current wedge, current disruption, dipolarization, and in-
jection are all manifestations of the same inner Central Plasma
Sheet (CPS) disturbance (see, for example, [9]). The ground-
based auroral and magnetic field data in particular point to
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a disturbance that begins in the inner CPS and evolves azi-
muthally and meridionally, the latter reflecting radial evolution
in the magnetosphere [5], consistent with the Current Disrup-
tion (CD) paradigm. However, attempts to create a synoptic
picture of the evolution of the expansive phase from analysis
of combined in sifu and ionospheric remote sensing data has
led to a more ambiguous picture, leading to at least three sets
of inconsistent conclusions: 1) expansive phase began in the
inner CPS after which it progressed tailward (consistent with
the CD paradigm); 2) expansive phase began in the mid-tail
with reconnection, fast Earthward flows, and subsequent inner
CPS effects (i.e., consistent with the Near-Earth Neutral Line
or “NENL” paradigm); 3) that the mid-tail and inner CPS ex-
pansive phase processes might evolve largely independently of
one another [9, 11, 13, 10, 17].

Bringing closure the question of how and where expansive
phase onset is initiated in the magnetotail is the primary sci-
entific motivation for the upcoming NASA Time History of
Events and Macroscale Interactions in Substorms (THEMIS)
MIDEX mission. THEMIS represents the first true constellation-
class geospace mission, and will involve five satellites on equat-
orial orbits. The orbits will have 1, 2 and 4 day periods, cor-
responding to ~10, 20, and 30 Re apogee distances, respect-
ively. The outer two satellites will be at or near apogee for
more than ten hours every four days. The inner three will to-
gether provide coverage of the ~10 Re region for those same
ten hours. Throughout the mission, the apogee conjunctions
will be over central Canada, on a meridional line bracketed by
GOES East and West. During the winter months, apogee will
be in the magnetotail, where the seven THEMIS and GOES
satellites will bracket the NENL and CD regions. Although the
THEMIIS constellation will provide numerous and unpreceden-
ted opportunities to study the radial evolution of the expansive
phase in the magnetotail, the satellites by themselves would
not be able to bring closure to the question at hand. While it is
true that the expansive phase evolution is most often couched
in radial terms (as outlined in the previous two paragraphs),
the disturbance also evolves azimuthally. Thus, although data
from the satellites might indicate a clear ordering of events, it
might also be that the process started away from the apogee
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meridian and later swept over it.

The THEMIS program has a ground-based component which
is specifically designed to deal with the azimuthal uncertainties
that would be present if all that was available were satellites
on a more or less radial line through the CPS. The apogee me-
ridian was chosen to be over central Canada to take advantage
of the fact that a large fraction of the auroral oval is over land
in northern Canada and that ground-based space science instru-
mentation is already operating in that sector (e.g., instruments
operated by Canadian GeoSpace Monitoring, SuperDARN, the
University of Alaska Geophysics Institute, MACCS, and other
programs). In addition, a continent-wide array of fluxgate mag-
netometers and white light auroral imagers is being deployed
specifically as part of THEMIS. In Figure 1, we show the loc-
ations and fields of view (FOVs) of the 20 All-Sky Imagers
(ASIs) that make up the THEMIS ASI array.

THEMIS
ASI Sites

1 Gakona

2 McGrath

3 Kiana

4 Fort Yukon
5 Inuvik

6 Whitehorse
7 Ekati

8 Fort Simpson
9 Prince George
10 Rankin Inlet
11 Fort Smith
12 Athabasca
13 Gillam

14 The Pas

15 Pinawa

16 Umiujaq

17 Kapuskasing
18 Nain

19 Chibougamau
20 Goose Bay

Fig. 1. Fields of view of white light ASIs that will be operating
as part of the THEMIS Ground-Based Observatory network.
The fields of view assume 110 km emissions 10 degrees above
the horizon. The black contours indicate constant magnetic
latitude and longitude (Altitude Adjusted Corrected Geomagnetic
Coordinates or “AACGM” Epoch 2000 - [1]). The magnetic
latitude contours are for 60° through 80° in 5° increments.

The magnetic longitude contours are separated by one hour of
magnetic local time.

The THEMIS ASIs will take one image every three seconds.
Imaging will be synchronized across the array with Global Po-
sitioning System (GPS) timing. While the ASIs and magne-
tometers will provide essential contextual information in sup-
port of THEMIS meeting its objectives, these new instruments
will also bring something truly new to substorm studies. For
example, existing arrays of ground-based optical instruments
have provided nume