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Spatio-temporal dynamics of substorms during
intense geospace storms

J. Chen, A. S. Sharma, and X. Shao

Abstract: The nonlinear dynamical models of the coupled solar wiradynetosphere system derived from observational
data are used to yield efficient forecasts of the magnetogpbenditions. A correlated database of solar wind and
magnetospheric time series data for the last solar cycleiteepeak (year 2001) is compiled and used to model the
magnetospheric dynamics under strong driving. The dynainmodels of the magnetosphere during superstorms devklope
with this database are used to forecast the geospace stbi@taber-November 2003 and April 2002, and yields
improved forecasts of the intense storms. A new techniquiehmonsider the contributions of the nearest neighbors
weighted by factors inversely proportional to the distancethe reconstructed phase space yields better prediction
especially during the strongly driven periods. Also thediseries data of the distributed observations are used &agpev
spatio-temporal dynamics of the magnetosphere using @ reconstruction techniques. This nonlinear modedesl u
to study the spatial structure of geomagnetic disturbadoesg intense geospace storms. The ground magnetometer da
are from the two chains of stations: CANOPUS (13) and IMAGE)(Zhis new data set, with 1-minute resolution, is
used to study the spatio-temporal structure, includingctigpling between the high and mid-latitude regions. Froen th
point of view of space weather the predictions of the spatialcture are crucial, as it is important to identify theioeg

of strong disturbances during intense geospace storms

Key words: Substroms,Nonlinear Dynamics ,Prediction, Space Weather

1. Introduction ted phase space show clear evidence that the dynamical sys-

tem follows a pattern in the reconstructed phase space(®] [1

The solar wind-magnetosphere coupling is enhanced Whef‘his implies that the dynamics of the magnetosphere is pre-
the interplanetary magnetic field (IMF) turns southwarddie dictablepand this recogxition has stimulate% the sliudy uf-fg

ing to geospace storms and substorms. The magnetosphere.ii s instorms [18] and storms [14]. Vassiliadis [18idus
a highly dynamlc_: system under these condlt!ons. The Eart_h e local-linear technique on the BBMH dataset, with thasol
magnetosphere is a non-autonomous dynamical systemndrlv%nd convective electric field B, as the input and thaL in-

by the solar wind. Studies of the magnetospheric dynamics Usyo, oq the output, and obtained good predictions. Thesepred
ing models derived from the correlated database of the solq ns gave strong evidence that nonlinear models can be used

wind - magnetosphere system have enhanced our understal 5)- : :
; ! develop accurate and reliable forecasting tools for spac
ing of the complex behavior of the magnetosphere. The advan eather. Recent studies using time series data have shatvn th

the coherence on the global magnetospheric scale can be ob-
Rained by averaging over the dynamical scales. A model for
qf " f th | 4- t0soh in "He global features can be obtained by a mean field technique
and forécasting ot the solar wind-magnetospnere Couping gy averaging outputs corresponding to similar states o$yise

an input-output system by linear and nonlinear approaches. tem in the reconstructed phase space [12] [13]. With such a

The linear prediction filter technique was used to obtain the?nean-field model, accurate iterative long-term predicican
response time of the magnetosphere fromdtie V5, data- be obtained, as the model parameters need not be changed dur-

base [3][hereafter referred to as the BBMH dataset]. Thig-da . g the prediction
base spans the period from November 1973 to December 19 Recently, some dynamical models incorporating the spatial

and ha_s 2.5 min resolution. '_I'he response functions from thl§tructure have been studied beyond the global indices.Udze s
analysis have been used to interpret how the magnetosphefit s,/ standard nonlinear dynamic approach usingithe-
rfﬁzogfentqugfnsor!zrnmggrg”V'l?r:g;ghr:shac?r?s?f&ézi a_Ct'V'VBS coupling has been generalized to consider the dynamical
Ih)i/bitgd "[vlvo Itimle gcalesl cor:eyé ondin topthe directl e;(niv evolution of spatial structure of magnetic perturbatioal-V
and loading-unloadin ' rocessgs Th(g modeling of r¥1a netdiVia [15] [16] studied and modeled the evolution of the spa-
: 9 9p . " 90 9N structure of the middle and high latitude current stuve
spheric substorms as a low dimensional system using the ti a set of mid- and high-latitude ground magnetometers dis-

Sories il of e lecojel ndlot. 1 A 1o reconsiucte _ vibute a diferent ongfudesaround he Earh provgne
nZ\ture of the magnetosphere [6] [7] [8] [1%'] The reconstruc Fepresentation of the effect of the currents at the grourDA
9 P ’ dynamical solar wind driven model for the evolution of thasp

tial structure of the mid-high latitude magnetic field peltu

Received 27 June 2006. ations was generated from IMAGE chain of magnetometers.
The prediction model gives some new and interesting results
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geospace storms occurred, an extreme geomagnetic storm tirere were 81 such data intervals containing 33931 datdgoin
the NOAA space weather scale that runs from G1 to G5. Thesat 5-min resolution, satisfying the above conditions. Tae ¢
three G5 extreme geomagnetic storms were driven by the solaelated solar wind induced electric fieldB, and the auroral
wind with the southward IMF of -58.3 nT, -32.03 nT and - electrojet indexAL for 81 intense storm intervals during year
53.02 nT, measured by ACE, and these led todhéndex val- 2001 are shown on Figure 1. During this period of strong solar
ues of -2778 nT, -1851 nT and -2499 nT, respectively. Thesactivity, intense substorms and storms were triggeredhigher
three intense geospace storms provide interesting oppbrtu frequency. If we define a strong geomagnetic storm as having
ies for the study of nonlinear phase space reconstructidarun Dst less than -100 nT, we find that there are 12 such storms
extreme conditions. In order to model and predict such sgen in 2001 compared with 4 such storms in 1995 and 1 in 1996.
storms, a correlated database of the solar wind and magnet®hus the 2001 database is appropriate for studying the prop-
spheric variables of the year 2001, which is close to the peakrties of geomagnetic activity during a solar maximum. The
period of 11-year solar cycle, was compiled [4]. selected 81 events are separated into 3 activity levels dy th

To study the spatial structure as observed by the latitldinaaverage values of Bs: medium (V B;) < 1500 nT km/s),
chain of magnetometers, CANOPUS and IMAGE, the grounchigh (1500 nT km/s< (V B,) < 2500 nT km/s), and super (
magnetometer measurements from 26 stations of IMAGE arrayl’ B,) > 2500 nT km/s). To model a specific event, we choose
and 13 stations of CANOPUS array for year 2002 with resoluthe corresponding activity level to which it belongs and iise
tion of 1 minutes are compiled. The correlated solar winditnp as a reference database.
is V B, as in the earlier studies. During 2002-2003 there were three intense storms, occur-
ring in April 2002, October 2003, and November 2003. The
solar wind data from ACE through CDAWEB and the corres-
ponding geomagnetic field inded. were compiled for these
storms.

The magnetic perturbations from the 39 magnetometers of
IMAGE and CANOPUS of year 2002 are used to visualize and
predict the spatial evolution of the current systems. Thisd
base contain solar wind key parameters from ACE and mag-
N . netic pgrturbation from ground magnetometers with 1 minute
A R el A A resolution. We have both the magnetic perturbafifn geo-

Yeor 2001 Dotobose graphic north, andi,,, geographic east, of the individual mag-

' ' ' netometer. A valuebase, defined as the average value of the 15
quietest days in the whole year 2002, is subtracted from each
component at each magnetometer.

We partition the dataset by mapping the magnetometer meas-
urements in the universal time and the magnetic latitude to a
2D grid of magnetic local time and magnetic latitud¢16].
Such mapping is possible because the perturbation is meghsur
Y MU TH | at the different location in the magnetosphere as the Earth r

Yeoar 2001 Database

-VBz

‘ 0t 10t zox1
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Fig. 1. The correlated solar wind induced electric figldB,

(panel a) and the auroral electrojet indé&x. (panel b) for 3. Nonlinear Dynamical Modeling Using
81 intense storm intervals during year 2001. The geomagneti Correlated Data

activity in these intervals during the peak of the last salale is

very high and correspond to strong driving by the solar wind. 3.1. Input-Output Modeling of the Magnetosphere

The magnetosphere has been shown to exhibit the features
of a nonlinear dynamical system, and its global featureg hav

2. Correlated Database of Solar Wind- been modeled by a few variables [2]. This remarkable prgpert

Maanetosphere Coupling under Stron arises from the inherent property of phase space contreictio
Dri\%ing P pling 9 dissipative nonlinear systems. A dynamical input-outpodet

can be constructed based on local-linear filters, whichesepr
During the period of maximum solar activity, the magneto-ent the relationship between the indiit) and the outpu®(t)

sphere is strongly driven and the year 2001 near the last solaf the system.

maximum is chosen for compiling a database for such an epoch. The time delay embedding technique is an appropriate method

This database contains solar wind flow spégdhe north-  for the reconstruction of the phase space and for obtairsng i

south component of the IMB. and theAL index for the 11  characteristic properties [5] [11]. In this techniquepacom-

months of 2001 (January to November). The solar wind datgonent phase vectaX; is constructed from this time series

for 2001 were compiled for a set of data intervals, each définez(t) as:

as any continuous data longer than 12 hours with no more than

half-hour data gap. The dataset contains 81 intervals veith p - X; = {x1(;), z2(t;), -, Tm (t:)}, (1)

ods 12 hours to 3 days long. During January-November 2001,
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wherez(t;) = z(t; — (k — 1)T) andT is a time delay. If the  on this recognition, a new filter based on the mean field filter
embedding procedure is properly performed, the dynamieal ais proposed to improve the accuracy and efficiency of predic-
tractor underlying the observed time series will be congiyet tions. This weighted filter takes into account the distanice o
unfolded, and the constructed states have one to one corrabe nearest neighbors. a set of weight factprehich depend
pondence with the states in the original phase space. Approp inversely on the distances of each nearest neighbor from the
ate values of the time deld§ and the embedding dimension mass center is introduced as
m can be obtained by using techniques such as the average NN
mutual information and the correlation integral [1]. 1 1

In an input-output model of the solar Wind-magnetospheré”C - d_i/ Z 32
system during substorms, the solar wind convective etectri =1

field VB, is commonly used as the input and the geomagnetigvhered; is the Euclidean distance of tlién nearest neighbor

activity index AL or AE as the output. Thus the input-output from the center of mass. The predicted output that inclutes t
vector in the2m dimensional embedding space can be conweighting of the neighbors is
structed as

(%)

NN
R I ) A T ) 1
Xz - (Il(tz)a 7IM1(tz)aOI(tl)7 7O]\ffo(tz))a (2) OnJrl — NNZXk.gk7 (6)
whereM; = Mo = m. The 2m-dimensional state vecta; k=1
att = t1,to,---ty, can now be used to construct a trajectory

matrix for the dynamics of the system as: The prediction accuracy is quantified by normalized mean

square error (NMSE):
6 8 5 :
x1(t2) - In(t2 1(t1) - m (T 1 1
X=| o @ ey g 200 @
Li(ty) - ILn(tn) Oi(tn) -+ Oml(tn) -

) _ whereO; andO; are the observed and predicted data, respect-
whereN is the number of vectors. Thi§ x 2m matrix con- jvely, ando, is the standard deviation 6F;.

tains all the dynamical features of the system containeban t
data and yields its evolution in the reconstructed phaseespa , November 2003 storm November 2003 storm
7 (o) ] ®) -8, me 28

3.2. Local-Linear and Weighted Mean Field Filters ecorn

The reconstructed phase space obtained from time series
data has one-to-one correspondence with the states inithe or
ginal phase space, thus making the prediction of the dyredmic
system possible. The main idea of this method is the use of the ~ -=<'t
trajectories in the neighborhood of the state at time t taliste - — 5 ! R
its location at the next time step. Knowing how the neighbor- Jreeon e 70 Jreaen T )
ing trajectories evolve, the location of the current st at el T RAROEREN
next time step + 7' can be predicted. The procedure is loc-
ally linear but is essentially nonlinear as the featureshef t
neighboring trajectories are taken into account by comsige
a small neighborhood.

Given the current state, the states similar to it in the ingin
set are selected as the first step. The similarity of the ntirre
state with any other state in the known data, which is referre o w o N ]sa 2000 o mm - ] 2000
to as the training set, is quantified by the Euclidean diganc April 2002 storm
between them in the embedding space. The states withinaspe- "fe |
cified distance of the current state are referred to as thesea
neighbors (VN). The prediction using the mean field approach
have been used with the correlated BBMH database of solar
wind and geomagnetic activity time series [12] [13].
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In the mean field model, all the states in the specified neight! 2 1€ weighted mean-field predictions for storms: (a-b):
borhood, the' N nearest neighbors, were usedpto obtain tghe’\lovembe'r 19-26, 2003, (c-d): October 26-November 03, 2003,
; 9 ! and (e-f): April 15-24, 2002. The left panel 18B., and the right

center of mass by a simple averaging procedure. It is how- . o . .
ever the prediction can be improved if the states close to thganel Is the reald  (solid line) and predictedi L (dotted line).

current state contribute more than those farther away. Base
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4. Modeling and Prediction during cannot capture the peak of the substorms. In such cases the
Superstorms weight factorg plays an important role and the averaging pro-
d ields i d predictions.
4.1. October-November 2003 and April 2002 cedlire ylelds improved predictions
Superstorms

The weighted mean field filter is used to model the solar42 Comparison of Predictions using Bargatze [3] and
wind-magnetosphere coupling during the superstorms afliact Year 2001pdataba5$ 9 9
November 2003 and April 2002. In order to obtain the optimal
nonlinear weighted mean field filter for superstorms, the fol  In order to compare the predictions using different datedas
lowing steps are adopted. First, the activity level of thiaiso as the training set, the storms of November 2003 are pretlicte
wind driving is computed by averaging the southward com-using the BBMH database. To highlight the differences tyear
ponentofl’ B.. Then both the inpufi( B.) and output L) of  the periods of quiet and low activity before and after thermai
the time interval corresponding to the same activity le¥¢the  phase of the storms are neglected. The results of the storm of
magnetospheric activity from the 2001 database are sdlectéNovember 2003 are shown in Figure 3(a). It is clear that the
as the training set. For these three superstorms, the saygdr | peaks ofAL cannot be predicted, mainly due to the absence of
((VBs) >2500 nT km/s) of the 2001 database is selectedsimilar strong substorms in the BBMH database. The overall
Second, using all of the selected data interval of inpuB( predictions have an NMSE of 0.847 and a correlation coef-
) and its correspondingAL) as a training set, the indeXL ficient of 0.772. The predictions of for the same period using
is predicted for the superstorms using the weighted mean filt the year 2001 database and the combined database of year 2001
discussed above. The normalized mean square error (NMSBhd BBMH are shown on Figure 3(b) and 3(c), respectively.
is used to determine the optimal parameters for the predicti A comparison of these predictions, Figure 3(a)-(c), shdves t
by comparing the predicted and actutl. In this model, the  substantial improvement with the inclusion of the year 2001
time resolution (5 min) of the training set is chosen as tmeti  database, either as the complete training set or as a part of a
delayT, and the other three free parameters are used to mitbigger training set. This is clearly due to the presence afyma
imize the NMSE. The first two parameters are the embeddingvents in the year 2001 database similar to those in the Novem
dimensionsM; and Mo, and as in the previous studies, we ber 2003 storm. In order to compare the predictability fér di
takem = M; = Mo, which determines the vector length in ferent segments of the database, the November 2003 event was
the phase space to Be:. The third parameter is the number of separated into smaller segments of 250 min or 50 data points
nearest neighbor¥ N. A wide range of values of these para- each. The comparisons of the NMSE for the different segments
meters are used in the model to obtain the optimal predigtionare shown in Figure 3(d). It is clear that the NMSE for the data
and these are shown in Figure 2. The solar wind convectiveegments with large values df. in the 2001 dataset are much
electric filed -V B.) for these events are shown on Figure 2a,smaller than those of the similar segments in the BBMH data-
2c and 2e. There is a sudden enhancement of the solar wirt.

convective electric field in the early part of these eventd an 1, predictions and the NMSE for the storm of April 2002

this drives the geospace storms. The predicted anddeare . \\eaker storm com
: . o pared to the November 2003 storm, are
plotted in the panels (b), (d) and (f) of Figure 2. The soli®8 g\ in Figure 4(a)-(c). The predictions are found to be al-

represent the reall . and the dotted lines represent the pre-qct the same when the three databases, viz. BBMH, year

dicted AL. Iterative predictions of the November 2003 stormsn01 and the two combined. are used as the training sets. Als

were carried out for 7500 minutes (125 hours) with a minimumy, e N\SE values for 250 min intervals are shown in Figure 4
NMSE of 0.792 and the maximum correlation coefficient of(d) and that NMSE have similar values in most of the seg-

0.758. Also for the predictions of the October 2003 and April yants
2002 st , yielded ini NMSE of 0.911 and 0.748, ' .
SIOTMS, yle'cied a mimimurm ° ) a In the case of the April 2002 storm, all the NMSE values

maximum correlation coefficient of 0.714 and 0.831, respect _ > _ L2 SO
ximu ! 1°! >p obtained using different databases are similar, indigatiat

ively. In these figures the model output closely reprodulces t . L -
Iarg{z-scale varigtions of L and captu?es some%f trr:e most ab- e BBMH and the 2001 databases yield similar predictions.
rupt changes. Also preceding thid, minima, there are sharp However the 2001 database is a better choice for the October-
jumps, corresponding to the abrupt enhancements of thb-nortNO\_’ember 2003 storms, as the comparisons in Figures 3 and 4
ward IMF. However, the southward IMF is the main driver of Indicate. The remaining quieter periods of the October oy
the geomagnetic storms, and it is not clear how well the modd?€" 2003 and the whole of April 2002 storms can be predicted
captures the effects of positive IMF enhancements. very W_eI_I using both the BBMH and Year 2001 databases as
In the earlier studies using the BBMH dataset [12] [13] [18], (M€ training sets.
a major part of the dataset was used as the training set and theThe analysis of the storms with different intensities and us
predictions were made for the remainder of the dataset. Conng different databases indicates that the geomagneponse
sequently there were many similar states in the phase spad@uring the solar minimum and solar maximum periods have
However for the two superstorms of 2003, it is hard to find sesimilar predictability. The 2001 and BBMH databases cas thu
many similar big substorms in the available databases,asich be considered to complement each other. The combination of
that of year 2001. The nearest neighbor searches in these caghese two databases under different solar activities gesva
yields only a few states close to the superstorms. If we use @omprehensive database forimproved modeling and predicti
large number of nearest neighbors and a simple arithmetic a®f magnetospheric activity under a wide range of solar wind
eraging, the output of the model is smoothed over these anepnditions.
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November 2003 Storm usi ing BBMH November 2003 Storm usin g 2001 Super Level April 2002 Storm using BBMH April 2002 Storm using 2001 Super Level
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Fig. 3. The weighted mean field predictions on November 2003  Fig. 4. The weighted mean field predictions on April 2002 storm
storm using the BBMH, Year 2001 and combined databases. Theysing the BBMH, Year 2001 and Combined databases. The solid

solid line is realAL data, dotted line is predicted results. (a) line is real AL data, dotted line is predicted results. (a) BBMH
BBMH database (b) Year 2001 database (c) Combined database database (b) Year 2001 database (c) Combined database (d)
(d) NMSE for 250-minute segments, the solid line represent NMSE for 250-minute segments, solid line represent BBMH
BBMH database, dotted line represent Year 2001 databaskeda database, dotted line represent Year 2001 database, déstied
line represent combined database. represent combined database.

4.3. Spatial Structure of the High Latitude Magnetic 5. Conclusion

Perturbations

The latitudinal chain of th les th The modeling of magnetospheric response to strong driving
tial st?u?ttlljtre é\nsa}[hce Igla?rt?l rtot% Qggggffﬂﬁtfés dsyirgfnﬁia;et?osp%y the solar wind i_s important not only for a bepter underdtan
driven by solar wind, of the spa.tial structure of the magneti ing of the s_olar wind - ma_lgnetosphere coupling and bl-n also

. ' . for developing our capability to forecast extreme conditio
perturbations can be constructed. From such a 2D model, wit

a proper simultaneous solar wind selection, the localinéat s uring the last solar maximum there were many intense geo-
prop ! : X ; space storms and the existing models had limited success in
wind-magnetic perturbation model can be established, laad t

dicti  locall ion. instead of alobal indi dae forecasting these accurately. In order to develop betted-mo
2;%”'1(;,123 ot locally region, instead ot global indicesn els and improve forecasting capability, a correlated degab

, ) of the solar wind and the magnetospheric response is codnpile
The ground magnetic perturbations from 26 IMAGE and 13¢5 the year 2001 during the peak of the last solar cycle. In

CANOPUS are used to construct the 2D mapping during thenis database, the solar wind variable is the induced dectr
April 2002 storm time. All of the station measurements arefie|q and the magnetospheric response is the auroral glectro
partitioned in a 2D grid that contains 24 hourly bins in mag-ingex AL. This database is particularly well-suited for nebd
netic local time and 26 or 13 bins, corresponding to the gdounn g sing the phase space reconstruction techniques. Tae me
stations in IMAGE or CANOPUS array. Because of the sim-fia|q approach to the modeling of the global magnetospheric
ultaneous measurement of each magnetometer with same 0GR} amics [12] [13] is used to develop nonlinear dynamical
time and different latitude, the high latitude magnetidper-  noqels of the magnetospheric response from the year 2001
ation can be seen on the average mapping both in magnetiyiahase. These predictions are then compared with thesnode
latitude and local time as: based on the Bargatze [3] database, corresponding to a solar
N minimum period (1973 - 1974). The predictions for the big
1 storms of October and November 2003 and April 2002 yields
H(A, ) >= N Z H(A, t:) (®) improved forecasts, especially for the intense storms.
=1 The mean field approach has the advantage of yielding it-
erative predictions without having to fix model parameters,
Hparticular the number of nearest neighbdtd’ and the dimen-
ion of the embedding spaee[12] [13]. However during in-
Ense storms the number of similar events is usually smdll an
this limits the ability to predict big events. In order to inope

for H, and H, as shown at Figure 5 and Figure 6. Becaus
the H, and H, are related to the east-west and south-nort
components of the current system. The Fig 5(a) and Fig 6(
show a clear pattern of the westward and eastward curren

during April 17-21, 2002, corresponding to the negafilein ; N - : . .
the mgi]dnliaght sectors and positi\igu in thg noon sec%ors. the predictability in such situations the mean field apphdac
‘ modified by assigning weights to each of the nearest neigh-

The basic structures of the high latitude magnetic perturonrs_ These weights are inversely proportional to the srofar

%fgrzri?“‘j;ggg doirr]1 ttrr]wzssetude tahvigrs g;?a:%c?lgmr?ceaﬁug;nrﬁn Re distance and leads to improvements in the predictidmes. T
y P y y forecasting capability of the model is quantified in terms of

considering the proper spatially dependenttime delay bedw a normalized mean square error (NMSE) computed from the
the onset solar wind and response of the magnetosphere rﬁr’edicted and actual , values.

sponse on different location. The two dimensional high latitude magnetic field perturb-
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Fig. 5. The average value off, and H, components measured
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Fig. 6. The average value off, and H, components measured

by CANOPUS in both magnetic latitude and local time over Apri 13

17-21, 2002.

ations show the current structure of the magnetosphere. The

solar wind driven model for these spatial variations can bel4.

derived from measurements of ground magnetometer chains
after consider the proper time delay between the solar wind

onset and proper magnetosphere response locations. \idith tH.5.

model, we can study the spatial evolution of the currenesyst
as observed by multiple ground stations, and use it as a space
weather forecasting tool.
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