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Scaling properties of high latitude magnetic field
data during different magnetospheric conditions

J. A. Wanliss and D. O. Cersosimo

Abstract: We investigate the statistical properties of high-latéumagnetometer data for differing geomagnetic activity.
This is achieved by characterizing changes in the nonligtsistics of the Earths magnetic field, by means of the Hurst
exponent, measured from a single ground-based magnetostation. The long-range statistical nature of the georagn
field at a local observation site can be described as a plartistatistical process, viz. a multifractional Browniarmtion,
thus suggesting the required statistical structure of taghematical models of magnetospheric activity. We also thirad,

in general, the average Hurst exponent for quiet magnetogphmtervals is smaller than that for more active intesval
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1. Introduction liable warning and forecasting systems using informationh n

L Lo vailable in geomagnetic indices.
Ground-based geomagnetic indices [27, 32] and individual A second objective is to determine the long-range stadilstic

magnetometer stations [29, 34, 33] have bec_a_n used to prov'q'?ature of the geomagnetic field at a local observation dite. |
excellent indicators of space weather conditions. Parhef t the time series can be described as a particular statigtioal

reason for this is the property of the earths magnetic fielesli _cess Brownian motion for example then this knowledge can
to focus and converge as they approach the earth. These f'egi used for future space weather modeling purposes. The stat

lines extend fqr into space and since they are connected ical structure of the magnetometer time series will pfev
the earth, nonlinear plasma processes that occur far away af

mapped all the way down to the earth. Observation of ground-
based magnetometer stations can thus serve as a remote sens-
ing tool of distant magnetospheric processes. 2. Data

Over the years, several indices were developed to monitor ) o
geomagnetic activity. The most used are the disturbanceisto _ We chose the three houfp index to discriminate between
time index (Dst), the planetary indekp) and the auroral elec- d|ﬁerent I_evels of magnetospheric activity. We could he_lsed
trojet index with its variations (AE, AU and AL). These in- Otherindices, for example DST or AE, but we chdsg since
dices provide global information about current magnetesigh  We considered that it, as a mid-latitude index, would best re
activity based on different inputs at different locationsind ~ flect the mean magnetospheric activity. Several methods for
the globe. the classification of geomagnetic activity using thi@ index

If we are interested in the local aspects of geomagnetic-acti have been proposed and used by different authors. [2] used th
ity, i.e. to forecast the geomagnetic conditions for Hy@uebec Criteria for selecting quiet and active events basedson< 1
or other power utilities, we need to develop ways to undatsta &S an indicator of quiet periods, aidp > 4 indicates dis-
the geomagnetic activity in a more localized way. This issesp turbed periods [2, 23]. [11] uselip to classify several levels
cially important since temporal fluctuations of the geonetgn ~ Of géomagnetic activity in more detailed fashion rangiragrir

ey clues for the development of mathematical models.

field depend on geographic location and time [34]. small storms to major storms. In this work our interest f@sus
In this paper we extend previous analyses that used glob&n two averaged geomagnetic states: active and quiet. _
statistics to study the differences between quiet andentag- Data selected for quiet times (QT) were based on those peri-

netospheric times [32, 31], and which were used to suggest tPds between 1991 and 2001 whéfe < 1 for not less than
possibility of a first-order like phase transition at spaera WO days. The average length of the quiet events selected was
onset [30]. But global studies only give average behavitera 26 days. On the other hand, active events were selected from
than local information. Our goal then is to learn about ldesl ~ those periods of time having Ap > 4 for no less than a
havior of the magnetic field, for differing geomagneticwi¢gi ~ day. Twenty active events matching these criteria werecsele
We will characterize changes in the nonlinear statistictief ~t€d with an average length of 2.2 days. The length of each
Earths magnetic field, by means of the Hurst exponent, mea§ventis determined only by continuous intervals wherepe
ured from a single ground-based magnetometer station. THBa(ches the criterion. Once thep value moves outside the
changes in statistics can be used as a local indicator of thiterion, it sets the boundaries to that particular eveig. 1

magnetospheric conditions, which may be useful to devedop r Shows the meark'p values of all the selected events, active
and quiet, chronologically from 1991 to 2001. Most of the act

ive events are close to solar maxima while the majority of the
quiet events occur near solar minimum (1997).
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Fig. 1. Mean Kp values for the events analyzed from 1991 to 2001 are showenolugically. The labels on the horizontal axis indicate
the year and the start day through the end day using day ofnaation.

reason behind the selection of this source is its geogrdmbic 3. Analysis
ation (58.76N and 265.91W), which is frequently in the aafor
oval. This location has the particular advantage that thee fda
the selected events are consistent with the location dbatat
used to make th&p index, thus the selection criteria woul
be move likely to accurately discriminate activity levels.

The distribution functions of the magnetic field for QTs and
ATs are presented in Fig. 2. In this plot the wider curve char
acterizes the magnetic field behavior during AT, while tha th
curve represents the selected time series during QT.

We employ a detrended fluctuation analysis [22] to determ-
ine the statistical nature of the signal. If the signal ifi@nal
d Brownian motion (fBm), it exhibits power-law scaling with
slope in the frequency domain between 1 and 3. In this case
the signal is nonstationary but has stationary incremergsa
range of scales. For fBm a power spectrum slope2H + 1,
whereH is the scaling exponent also known as the Hurst ex-
ponent. The special case whéfe0.5 indicates Brownian mo-
tion. Fig. 3 displays the PSD vs. frequency for a QT (a) and AT
(b) for which the averag&’p was 0.3 and 5.2 respectively.
10 : : : : : : : To determine the self similarity parametérwe implement
detrended fluctuation analysis (DFA) developed by [22] and
— QuetBents recently implemented in space physics research by [32] and
[31]. The technique is designed to determine the scaling-exp
nent of nonstationary signal and provides better precigian
" E the power spectral analysis and other classical techniques

In DFA the time average of the time series is subtracted from
the original series and then it is integrated. Once the sésie
integrated, it is divided into boxes of equal size n. In eawhd
linear least squares line is fit to the data, representing¢mel
of the series in that particular box. The next step is to reanov
the local trend in each box. The characteristic size of thatdlu
ationsF'(n), is then calculated as the root mean squared devi-
ation between the signal and its trend in each box. The psoces

Occurrence

0 e ——L 0 o0 a0 s sw is repeated over all time scales (box sizes). The presence of
B, - <B > (nT) scaling is indicated by a power-law relationship betwé&&n)
andn.
Fig. 2. Distribution functions for the active and quiet events We analyzed the QT and AT time series from two differ-
analyzed. The solid line represents the averaged disipitsifor ent approaches. The first approach measures long term-correl
the 20 quiet events and the dash-dot line represents thagagr  ation for the event, and a single value of the scaling expbnen
distributions for the 20 active events. H is obtained for the entire series; this is a time-indepehden
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monofractal approach. Next, we extend this approach to thi
time-dependent case where the scaling exponent is cadulat
in patches along the series. Rather than simply probe tisé exi

ence of correlated behaviour over the entire time serieafwh £ 4

we do is find a "local measurement” of the degree of long- & **| *u .

range correlations described by the time variations oftlaés 2 o= R

ing exponent. The probe used is the observation box of lengt| o N .
0.45 - " i

10000 data points; this box is placed at the beginning of the
data, and then the scaling exponent is calculated for thee daf
contained in the box. Next, the box is shifted in time one poin
along the series, and the scaling exponent for the new box i
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calculated. This procedure is iterated for the entire secele

This time-dependent approach allows one to consider a the o )

time series dominated by multi-scale processes or mudtifra Fig- 4. Distributions of the Hurst exponent for quiet and
tional Brownian motion (mfBm). Multifractional Brownianoa ~ active events vs. the event length. No direct evidence was
tion is a generalised version of fBm in which the scaling expo found to suggest that the Hurst exponent is affected by the
nent is no longer a constant, but a function of the time indesévents length. The average Hurst exponent for quiet times is
[22]. In this case the increments of mfBm are nonstationaryHer) = 0.52 4 0.06 and for active timeg Har) = 0.51 4 0.05.
and the process is no longer self-similar. The difference is statistically insignificant.

persistent fBm. The fact that most of the events fall near a
random walk process is an indicative that long range correl-
ations are not preserved along the time span of any panticula

Fig. 4 summarizes the values obtamedﬁbfmm the mono- event studied and thus become a random walk. These results
fractal analysis. For this case DFA is applied for the whole

event. and no sliding windows are used. Here we can clearlVere unexpected since as shown on Fig. 2, the distributions
' gw ) Yor quiet and active events encompasses marked differasces
observe that the majority of the events have a valué/of

0.5, indicating the presence of similar statistical procedses the result of different processes dominating the dynamics o

the magnetosphere, i.e. during quiet times energy is stordd
both type of events (QT and AT). We found averddeval- - ; :
ues to be(Hor) — 0.52 + 0.06 and (Haz) — 0.51 + 0.05, slowly burned keeping the magnetosphere in a relative low en

implying the presence of a Brownian motion process dominErey state, but during active times higher energy influx from

ating for the scale length of a particular event. To deteemin the solar wind causes the magnetosphere to move to higher en-
whether these QT and AT average Hurst exponents are sig ergy states where stronger nonlinear processes domirate th

, X ! ; : n(!I'ynamical release of energy.
gﬁzmlarcejllﬁi:)e?etlrflijoonr]ntrr\]:sgwlehgpc?itggstlhset)h;tutg(i?n?g-fﬂfsgto th In order to find short term correlations we implement DFA

ue purely PP : Using a smaller window size of 10000 data points that slides
distributions of the Hurst exponent. The important outpiut o

. P o .~ along the entire event and returns a single valug/ dbr each
]nge;tf ; tirllst:]heer\rg:r? S‘%’fv,\[/r:]écg\;(s) g}?tﬁ{)%?i%ﬂ!%é?n% ::hoemdggre indow view. Tests on artificial data indicate that this mmath
is due to random variation. We found= 0.78. This suggests llows one to find correlations that span short periods oétim

that the statistical differences between the sets areniii within the event length. The results found now are quiteetkft
) X ; X 519 ent from the time-independent analysis; on average, wedfoun
ant; although their fluctuations are very different, theraile

| I TN that ATs have higher mea#l values than QTs. The mean
nonlinear statistics across QT and AT are indistinguishabl oo e -
In Fig. 4, results are presented as a function of the eve elf similarity index for QTs was found to b (t)or) =

duration showing that intervals of different length hawaitar 73 & 0.05 and for ATs, (H (t) ar) = 0.87 = 0.06. Indicat-

scaling exponents ranging from weak antipersistent to eak ing that, on average, higher correlation of the magnetid fiel
g exp ging P fluctuations is expected during active magnetospheriogsri

Fig. 5 shows the time-dependent distributions of the mEan
for QTs and ATs as a function of the event length. In this case
the student-t test applied to the time dependent analys@To
and AT foundp = 2.79¢ — 9, implying that the differences in
the statistics of the averagéfl(t) for the computed quiet and
active events are significant.

4. Results

N
®
’}i

E 5 o= =208

Power Spectral Density (dBf rad/ nT)

Power Spectral Density (dB/ rad/ nT)

5. Conclusions

B 4 2 [} © 5 4 3 2 ]
Normalized Frequency \ogm(Hz) Normalized Frequency \ogm(Hz)

We have presented an attempt to characterize the fractal be-
havior of the bulk magnetic field time series obtained from a
Fig. 3. Power spectral density for the quiet event of 1999, day of single ground based observatory. Previous works reponted t
year 31 with slope = 1.8 (left) and active event of 1995, day  existence of multiscale statistics in a variety of geoméigne
of year 122 with slopé = 1.9 (right). The mearKp values for indices [29, 13, 33, 32, 31] and in the interplanetary magnet
these QT and AT were 0.3 and 5.2 respectively. field [4, 5]. [20] and [7] previously reported changes in stat
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Fig. 5. Distributions of the time average Hurst coefficients

for quiet and active events vs. the event length. No direct
dependences were found that the average Hurst exponent is
affected by the duration of the event. The average Hurst rexuio
for quiet times is(tHor) = 0.73 £ 0.05 and for active times
(Har) = 0.87 £ 0.06.

istics of the earth’s magnetic field in association with etiént
levels of magnetospheric activity. They examined the sgali
properties of the magnetic field fluctuations in the magtadtot
and found evidence of multifractionality with a Hurst coeffi
cient of H ~ 0.5 before current disruption anll ~ 0.7 after
current disruption.

In this study we classified the data into quiet and active-peri
ods using theKp index as the discriminator. DFA was the
technique selected due to its performance in dealing with no
stationary data. In terms of the time-dependent monofrapta
proach the differences presented between QT and AT are le
clear, suggesting that the fingerprints of local magnetiviac
are not conserved during the time scale of a particular quiet
active event as determined by our selection criteria. Om-ave
age, we foundHgr) = 0.52+0.06 and(H 47) = 0.51+0.05
for quiet and active times respectively. This is indicativat
on relatively long timescales both QT and AT are uncorrélate
Brownian noise. This led us to consider the prospect thaethe
data are multifractional, i.e. the scaling exponent charagea
function of time.

Int. Conf. Substorms-8, 2006

this correlation increases as the level of geomagnetigipcti
increases. It appears that the magnetic field at a singld&iigh
itude location is best described as a mfBm rather than as a fBm
process. This can serve as a guide suggesting the requated st
istical structure for mathematical models of magnetospher
activity. We also offer a possible explanation relatingphgs-

ics of QT and AT with their different Hurst exponents. Our
results are consistent with [8] who examined scaling pribger

of magnetic fluctuations in the magnetotail. They consisten
found a lower scaling exponent before current disruptioh, f
lowed by higher values afterward. They interpreted the gban
in scaling exponent as a reorganization during currentgisr
tion.

Further research will focus on the time where a transition
from quiet to active event occurs. We do not distinguish legtav
global and local-time effects so future studies will coesid
how the variability of Hurst exponent is affected by diffete
local time selections. Whether or not local-time effectsute
in Hurst exponent variability does not affect our major donc
sions.
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